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The title of my lecture is ™Nature's gift to Science∫. It is not a
lecture about one scientific journal paying respects to another,
but about how the great diversity of the living world can both
inspire and serve innovation in biological research. Current ideas
of the uses of model organisms spring from the exemplars of the
past and choosing the right organism for one's research is as
important as finding the right problems to work on. In all of my
research these two decisions have been closely intertwined.
Without doubt, the fourth winner of the Nobel prize this year is
Caenohabditis elegans ; it deserves all of the honour but, of
course, it will not be able to share the monetary award.


I intend to tell you a little about the early work on the
nematode to put it into an intellectual perspective. It bridges,
both in time and concept, the biology we practice today and the
biology that was initiated some fifty years ago with the
revolutionary discovery of the double-helical structure of DNA
by Watson and Crick. My colleagues who follow will tell you
more about the worm and also recount their incisive research on
the cell lineage and on the genetic control of all death.


To begin with, I can do no better than to quote from the paper
I published in 1974.[1] The paper was unhesitatingly entitled, ™The
Genetics of Caenorhabditis elegans∫, and the opening sentence
reads: ™How genes might specify the complex structures found
in higher organisms is a major unsolved problem of biology.∫
This is still true today. The paper outlined how a genetic
approach coupled with detailed studies at the cellular level
might be a way of studying this important question. It
introduced C. elegans as the organism of choice for this work.


This choice had a long history. Twenty years earlier, we had
posed a different question. Then, the central problem in biology
was how the one-dimensional sequence of nucleotides in DNA
specified the one-dimensional sequence of amino acids in
proteins. Today, any student would give this question a very
simple answer. 'All you have to do is to find a gene and have it
sequenced and then make some protein using the gene and get
someone to determine its amino acid sequence.' In those early
days, the techniques for determining amino acid sequences of
proteins were primitive and needed large amounts of proteins,
which had to be purified first. There were no methods to isolate
genes and no techniques for the chemical determination of their
sequences. Our analysis of genes was limited to genetics. Indeed,
the only way we could assert that there was a gene in an
organism was by finding a mutant allele for it. Like Mendel, we
could not say that there was a gene for the character of tallness
until dwarf mutants were discovered suffering from a heritable


lack of tallness. Genetic analysis of linkage used recombination
to analyze the structure of chromosomes, to determine the
locations of genes and their linear order along a chromosome.
But in order to probe the structure of the gene something
special was needed. That something was provided by bacter-
iophages, viruses with tiny genomes which grow on bacteria and
which show recombination. In 1954, Seymour Benzer developed
a system using the rII gene of bacteriophage T4, in which
powerful selection could be exerted for the r� phenotype.
Forward mutants could be easily picked and large numbers of
phage crosses could be readily performed. The selection method
allowed recombinants to be measured at very high resolution,
limited only by the rates of reverse mutations. These experi-
ments revealed that the gene contains hundreds of sites at
which mutation could occur and that the scale of separation is of
the order of the distances between adjacent base pairs on the
DNA structure. The experiments not only exploded the classical
idea of the gene as an indivisible unit of function, mutation, and
recombination, but allowed the fine structure map to now be
viewed as a picture of the nucleotide sequence of the DNA. This
map therefore provided an approach to studying how the
sequence of bases in DNA might correspond to the sequence of
amino acids in proteins by using genetics for the first and
chemistry for the latter sequence. This programme of molecular
genetics was never quite completed, but the exploitation of the
properties of T4 bacteriophages played important roles in
studies of mutagenesis, the general nature of the genetic code
and genetic suppression, and in the demonstration of the
existence of messenger RNA.


For our purposes today we need to reflect on the properties
that made phages the ideal 'model organisms' for this phase of
research in molecular biology. They are easy to grow and
maintain in a laboratory, large numbers could be readily
generated, and many experiments could be conducted in
parallel. The final readout was the presence or absence of lysis
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of bacteria and this assay could be applied to single particles
each of which left a plaque–an area of lysis in a lawn of bacteria.
For mapping purposes, scoring was digital–yes or no–and
single particles could be easily counted to obtain accurate
frequencies.


After the basic principles of information transfer from genes to
proteins had been established with the identification of
messenger RNA, the discovery of the mechanism of protein
synthesis, and the structure of the genetic code, it was natural
for some of us to ask whether the lessons learnt in molecular
biology could be applied to the genetics of more complex
phenotypes. All questions in genetics involve asking how the
phenotype is represented in the genotype or, reflexively, how
the genes map onto the phenotype. It is clear that one could not
have understood how metabolism or biosynthesis was repre-
sented on the genome until one had conceived of the 'one
gene ± one enzyme relationship,' and that a gene specifies the
amino acid sequence of a polypeptide chain, which after folding
correctly, is able to perform a specific catalytic function in a
metabolic pathway. In the same way, the elaborate structure of
the protein coat of a bacteriophage could not be understood
without knowing that it is built of many different kinds of
subunits and that these are able to self-assemble into the final
particle. We have to know how the gene specifies the
construction of the entity that carries out the function. The


same is true at a higher level of organization. In studying the
genetics of behavior, it is difficult, if not impossible, to go directly
from the gene to behavior, because there is no simple mapping
that connects the two. In my paper, I put it in this way:
™Behaviour is the result of a complex ill-understood set of
computations performed by nervous systems and it seems
essential to decompose the question into two: one concerned
with the question of the genetic specification of nervous systems
and the other with the way nervous systems work to produce
behaviour.∫ Thus, just as the structure and function of protein
molecules is the necessary connection between the genes and
metabolism, the link between genes and behavior resides in
understanding the structure of nervous systems and how they
are constructed. These are questions of anatomy and embryo-
logical development. This set the requirements for the exper-
imental organism as one which was not only suitable for
genetical study in the laboratory but also allowed the structure
of the nervous system to be accurately defined. Since a nervous
system is essentially a cellular network, we had to be able to
observe junctions between cells and their processes and this
could only be achieved with the electron microscope, which has
the necessary resolution. Since the electron microscope provides
only a small window because of its high magnification, we
needed a small animal which would also need to have a nervous
system with a small number of cells. After some searching, my
choice finally settled on the small nematode, Caenorhabditis
elegans. This nematode is a self-fertilizing hermaphrodite with
rare spontaneous males. The adults are about 1 mm in length
and the life cycle is completed in 31³2 days. The animals live in a
two-dimensional world feeding on Escherichia coli on the surface
of agar plates. They are easy to grow in bulk, each animal
producing about 300 progeny during a cycle. My paper reported
the isolation of several hundred mutants together with their
complementation and mapping to define about one hundred
loci. In parallel with the genetic work, I launched a program with
Nichol Thompson to determine the complete structure of the
worm by serial section electron microscopy.[2] This project was
completed by John White and Eileen Southgate who joined the
group soon after it was formed and whose work resulted in the
determination of the complete structure of the nervous system
(and much more besides) in C. elegans.[3]


The paper I referred to summarized the work on genetics but
in the early seventies, trying to understand the functions of
genes specifying the development of the nervous system in
molecular terms seemed impossibly remote. However, going to
the molecular level was inevitable, and we very early initiated
studies of mutants which affect the movement of the worm by
disrupting muscle structure function.[4±6] The defects were easily
characterized by electron microscopy and we began to work on
two of the genes, unc-15 and unc-54, which had abnormal thick
filaments in the body muscles. We chose muscle because the
structural proteins constitute a considerable fraction of the total
protein of the worm and could be easily isolated and charac-
terized by biochemical analysis. Nonetheless, this seemed a
rather limited and oblique way to tackle a very large problem.


Our work and indeed the whole field was revolutionized by
the discovery of DNA cloning and by the invention by Sanger
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and Gilbert a little while later of methods for sequencing DNA. It
seemed possible that we could obtain the whole genome as a
collection of DNA fragments and then proceed to characterize
the genes directly by chemical means. At the Asilomar Confer-
ence in 1975, I gave a talk on our work on C. elegans and on the
promise of applying the new methods for obtaining insights into
the molecular basis of gene action in complex organisms. We
had already characterized the DNA complement of C. elegans
and, in a paper[7] accompanying the genetics paper, John Sulston
and I showed that the genome consisted largely of unique DNA
sequences and contained 20 times the amount of DNA in
Escherchia coli. This study estimated the haploid amount of DNA
as 80 megabases, which was an underestimate, partly because
the value taken for E. coli was too low. We began to work in
earnest to try to clone the genes we had assigned to
components of thick filaments, the heavy chain of myosin, and
paramyosin. This was accomplished by Jonathan Karn and
Alexander MacCleod,[8] who used a myosin mutation previously
shown to be a small internal deletion of the protein[9] to validate
that the correct gene had been cloned. The great power of the
new genetic approach was revealed by subsequent work of
Jonathan Karn. Very quickly three other loci were identified for
myosin heavy chains, and all were sequenced. It became clear
that the best way to obtain the amino acid sequence of a protein
was to sequence the gene specifying it; indeed, for the heavy
chain of myosin the work involved had been reduced about a
thousand fold.


The cloning of genes involved in the development of
C. elegans and the identification of their proteins led quickly to
insights into the molecular basis of the defects in the mutants
that had been isolated. The irony was that, while C. elegans had
been proposed as a model organism to understand genetical
specification in the more complex mammalian organisms, by the
time we were able to analyze our mutant genes, a few thousand
genes had been cloned from humans, rats, and mice, and these
were frquently the sequences that provided instant identifica-
tion of many C. elegans genes. These early studies led John
Sulston and others to map the genome of C. elegans into
ordered clones, and this work was followed by obtaining first a
draft sequence and, more recently, the complete sequence of
the genome of the worm. At the same time John Sulston, as you
will hear later, was able to derive the complete lineage of the
cells in the hermaphrodite and the male. Thus, there had
become available a model organism in which we knew the
positions of every cell in the body and how they were connected
to each other, the complete cell lineage, which told us where
every cell came from in development, and the total DNA
sequence together with a host of methods to alter the DNA and
its expression. A similar path has been followed by those
working on Drosophila, but the fly is much more complex than
the worm and the anatomy of its nervous system has not
reached the level of completeness achieved for C. elegans. The
complete genome sequence of the fly is now also available and
both the fly and the worm will continue to be important models
for the study of function in complex organisms.


The new techniques of cloning and sequencing, which greatly
enlarged the scope of genetical analysis in the nematode, led to


the question of whether they could be extended to other
organisms in which standard genetical analysis was difficult or
even impossible. The new technology had liberated genetics
from the tyranny of the reproductive cycles of organisms and, in
principle, could now be applied to any organism. Its power
stems from the properties of DNA, which enable its isolation,
amplification, and expression in simple microbes, and from the
uniqueness of DNA sequencing, a technology that allows us to
extract the essential information–the linear sequence of
nucleotides–in DNA from any source: viruses, microbes, plants,
and animals, as well as from molecules that can be copied into
DNA.


In 1985, when the first suggestions were made to sequence
the human genome, I thought that the sequencing techniques,
even with incremental improvements, would not be equal to the
task, and would require a factory scale operation to do it. I had
also come to the conclusion that most of the human genome
was junk, a form of rubbish which, unlike garbage, is not thrown
away. My view at the time was that we should treat the human
genome like income tax and find every legitimate way of
avoiding sequencing it. It could therefore be asked whether a
genome existed in nature that perhaps had very much less junk
but nevertheless had the full repertoire of vertebrate genes? It is
easy to ask the question if one already has the answer. Towards
the end of the 1960s I spent time in Woods Hole and took
advantage of the library, where I first discovered the papers of
Hinegardner.[10] At the time, I was puzzled by the enormous
variations in the amounts of DNA in different organisms. Indeed,
whereas most physicists thought that organisms did not have
enough DNA to specify their complexity, it was clear to me that
many organisms had too much. I discovered from Hinegardner
that one group of fish, the Tetraodontidae, which included the
Japanese pufferfish, Fugu, had very small genomes, with a
haploid content of about 400 megabases as opposed to the
3000 megabases of mammalian genomes. Although teleost fish
are distant from humans they are still vertebrates, with the same
body plans, development, and physiological systems as our-
selves. Because of these basic similarities it seemed unlikely that
Fugu, with a haploid DNA content one-eighth that of mammals,
would have eight times fewer genes, which made it much more
probable that what was missing in Fugu was junk DNA. If Fugu
had the same gene repertoire as humans, then its genome
would be more compact, giving us the human gene inventory
for eight times less work and expense. We proved that this was
indeed the case and proposed the genome of Fugu as the ideal
model vertebrate genome,[11] with a DNA content only four times
that of C. elegans. I failed to persuade any of the official genome
organizations of the virtues of such a model genome and it
remained a personal project until quite recently when, with the
collaboration of the US Department of Energy and the generous
support of the Agency for Science, Technology and Research of
Singapore, we were able to produce a first draft sequence which
vindicated everything we had been saying for the past
decade.[12] This project also reunited several members of the
group who helped me start this work in Cambridge: S. Aparicio,
G. Elgar, and B. Venkatesh. Sam Aparicio, originally,[13] and B.
Venkatesh, and I[14±16] have used the Fugu genome in an
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interesting application of the new genetics to discover the
structure of control sequences in mammalian genomes by
asking whether the mouse is able to read the Fugu genome in
the same way as it reads its own by seeing whether there are
sequences in Fugu that control expression with the same cell
specificity as those in the mouse. So far apart are these genomes
on the evolutionary scale that time has randomized all irrelevant
sequences to reveal only those with conserved function
unobscured by remnants of common origin. In fact, these
experiments are tantamount to crossing a mouse with a fish,
exploiting the power of modern DNA technology to penetrate
natural reproductive barriers and extending the power of
functional genetical analysis. Fugu is not a model organism but
is rather an organism that possesses a model genome. The
mouse is the model organism in this case, but, unlike forty years
ago, when I began to work on C. elegans, we now do not require
a single model on which everything–genetics, physiology, and
biochemistry–can be done. Today we can take the genome
from one source and cells from another, and we can create
unique biological material by moving genes from one organism
to another.


What of the future? I want to discuss briefly two ideas about
future research which I think will become the challenge for the
future. If we take 2020 as the year of good vision, we may note
that this is seventeen years in the future and it represents about
the same time as that between today and 1985, when the first
discussions began about sequencing the human genome. It
would not be excessively outrageous to suggest that the
projects begun today could be completed by 2020, especially if
we continued to work as a community of scientists.


The first of these projects I call CellMap. We are all conscious
today that we are drowning in a sea of data and starving for
knowledge. The biological sciences have exploded, largely
through our unprecedented power to accumulate descriptive
facts. How to understand genomes and how to use them is
going to be a central task of our research for the future. We need
to turn data into knowledge and we need a framework to do it.
So genocentric has modern biology become that we have
forgotten that the real units of function and structure in an
organism are cells and not genes. The genome has gives us the
inventory of gene loci and we must now get on to the discovery
of the actions of the products of genes and how these are
integrated in the physiology of cells. First, we will need to define
all of the noncontingent states of gene expression in an
organism, which is proposed as the correct way of defining a
cell type. How many different cell types do we possess? There
may be 200 in the body but there are likely to be many more in
the brain. On top of this are all the contingent states; cells
respond to outside stimuli and change their patterns of gene
expression, but I do not consider a naÔve neuron as a different
cell type from its near identical neighbor which may have learnt
something, although clearly the capacity to learn is a non-
contingent property of that cell type. The next task will be to see
how the gene loci map onto these cell types, to solve what may
be called the instantiation problem. Many gene loci have
multiple instantiations distinguished by different promoters,
which specify the cell type for expression, or by additions or


deletions of coding sequences by differential splicing that
determine the location in the cell where that instantiation may
act. There may be other differentially spliced sequence differ-
ences that control the lifetime of the messenger RNA or of the
protein product. Not only is the cell the only physical locus for
gene action but it is the correct level of abstraction to construct a
framework for understanding functions. CellMap is seen as a
map in many dimensions; it is at once a map of the cells in the
organism onto which are projected the map of instantiations, as
well as a map of the molecules in the cell. It is also a temporal
map connecting cells with their predecessors and successors in
development. By studying how such cells are connected with
their homologues in different organisms we can see how these
maps are layered in evolutionary space and what has been
added to or removed from any particular subsystem as we move
up and down on the evolutionary scale. The architecture of
CellMap will be couched in a form that would facilitate
computation, so that we can develop it into a predictive system,
and, in the future, a system that we could use for the synthesis of
new cell types and new organisms.


My second gedanken project is called Humanity's Genes. It
arose in my mind during a discussion of a proposal to take the
inbred lines of mice and extensively intercross them to generate
30000 different mice representing different mosaics of the initial
gene pools. Specially trained mouse phenotypers would then
analyze the physiological properties in these mice and correlate
them with their individual genomes. Unfortunately, the latter is
the difficult task, as today there is no reasonable technology that
can achieve this in any depth. However, suppose technology
existed which made it easy to characterize 30000 genomes,
perhaps even to the point of resequencing them, would we
bother to do this work with mice? We could go directly to
humans, where we already have large numbers of diverse
genomes, with skilled and expensively trained phenotypers,
called doctors, studying them. Thus, since the technology does
not exist, it now needs to be invented to provide the means of
accurately analyzing large populations of genomes for detailed
studies of natural human genetic variation and its correlation
with phenotypes of health and disease. I believe that this will be
the major challenge in human biology and medicine in the next
decade. I am convinced that we will make our significant
discoveries in humans and that the mouse will be used to
validate the human findings by genetic synthesis, much in the
same way as the chemist confirms a structure analysis by
chemical synthesis. Chakravarti has shown the way forward by
his synthesis of Hirschsprung's disease in mice.[17]


CellMap and Humanity's Genes are not really separate projects.
We need the first to tell us where to look initially in genomes and
to interpret what we may discover in the studies of human genetic
variation. What will be the significant differences that we may find?
Will they be amino acid changes in polypeptides, or changes in
control sequences that affect the timing and amount of the
products expressed, or in RNA molecules whose functions we are
only now beginning to glimpse? We may also come to understand
the enormous changes in structure and function that were
brought about by evolution and gave our brains the immense
capacities that they possess.
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Nature has been generous to science and has provided us
with many model systems. I have mentioned only the few that
have been important in my own scientific work. C. elegans will
continue to yield fruitful discoveries and insights in spite of my
argument that we do not need model systems any longer for the
study of human biology. However, there are many aspects of
humanity that we still need to understand for which there are no
useful models. Perhaps we should pretend that morality is
known only to the gods and that if we treat humans as model
organisms for the gods, then in studying ourselves we may come
to understand the gods as well.


I need to acknowledge the great debt I owe to the large number of
scientists who joined me in converting Caenorhabditis elegans
from what was once regarded as a joke organism into the powerful
experimental system it has become today. The recognition given to
our work by the award of the Nobel Prize owes much to their
labours. I want particularly to record the patient and generous
support given to me by the Medical Research Council of Great
Britain, who allowed me to initiate and develop the research on
C. elegans in the MRC Laboratory of Molecular Biology in Cam-
bridge. Such longterm research could not be done today, when
everybody is intent only on assured short term results and nobody
is willing to gamble. Innovation comes only from the assault on the
unknown.
My research on Fugu was initiated with funding by the prize
awarded to me by the Fondation Louis Jeantet de Medicine of
Switzerland, and by generous grants from E. I. du Pont de Nemours
& Company, Wilmington (USA). It has also enjoyed continued
support from the Institute of Molecular & Cell Biology and the
Agency for Science, Technology and Research in Singapore. Some


of the research was also carried out in The Molecular Sciences
Institute, Berkeley (USA).
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Thank you so very much for inviting me to be here. It gives me a
mingled sense of humility at how much I owe to others, and of
joy that the collective work on the worm has been recognised in
this way.


Among the first of my many mentors was my PhD supervisor,
Colin Reese, who was developing nonaqueous methods for
oligonucleotide synthesis (see, for example, ref. [1]). Colin
passed me on to my postdoctoral supervisor Leslie Orgel at
the Salk Institute, to work on prebiotic chemistry. The plan was to
see to what extent we could copy RNA chains without enzymes.
The products were obtained in low yield, and the challenge was
to work out the sequences that had been produced. We used
cutting with different ribonucleases, and chromatography to
separate the fragments (see, for example, ref. [2]).


My introduction to Caenorhabditis elegans came in 1969 with
my move, at Leslie's suggestion, to Sydney Brenner's group at
the Medical Research Council (MRC) Laboratory of Molecular
Biology (Figure 1). Sydney was reputed to be setting up a group
to work on the nervous system of a nematode, though at that
point nobody knew much about it.[3]


Figure 1. Sydney Brenner, MRC Laboratory of Molecular Biology and worms.


Sydney had already collected numerous mutations that
affected the behaviour of the worms,[4] and one of my first


projects was to investigate the level of glutamate decarboxylase
in these mutants, for �-amino butyrate (GABA) was believed to
function as an inhibitory transmitter. I continued to work on
GABA for a while, with a view to finding mutations that affected
its production and the behaviour of the worms, but didn't find
anything useful–entirely my fault, since plenty of such muta-
tions were found later on.


We also had a look at the DNA content of the worm genome
by using the newly developed technique of renaturation
analysis,[5, 6] and came up with an estimate of 20 times that of
Escherichia coli.[7] At that time we were not certain of the ploidy
of the cells, so even such a simple thing as the comparison of
estimates from annealing analysis and chemical analysis was of
interest. We counted the stable RNA genes, and attempted to
estimate the proportion of the genome that was transcribed.
This also led me into a brief collaboration with Gerry Rubin, then
a research student with Andrew Travers ; we demonstrated
linkage between the 5S and larger ribosomal genes of yeast.[8]


Meanwhile I played with the technique of formaldehyde-
induced fluorescence (FIF; reviewed in ref. [9]) of catechol-
amines, purely because I knew about it from working with Steve
Kuffler and Ed Furshpan when they had run a summer school at
the Salk Institute. After some fiddling, necessary on account of
the small size of the nematode neurons, I was able to get nice
results (Figure 2). The fluorescence spectra indicated that the
transmitter was dopamine. Marilyn Dew and I mutagenised
some worms and looked for mutants, and found several genes
that were required, some for the dopamine to be visible at all,
others for loading it into vesicles.[10] We tried to find a function
for the dopaminergic cells, reasoning from their appearance in
electron micrographs that they would be involved in mechano-
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Figure 2. Formaldehyde-induced fluorescence of dopamine in the nerve ring and
retrovesicular ganglion of the worm.


sensation. Our search was unsuccessful, but it did reveal the first
of another series of mutants–the mecs–that were insensitive
to gentle touch and were adopted by Marty Chalfie in his
research programme.[11, 12]


But another aspect of the FIF had now diverted me. There
were half a dozen FIF-positive neurons in the head of the newly
hatched larva, but curiously an extra pair appeared later on. It
was curious because the review literature at that time indicated
that the complement of neurons is complete at hatching.
However, when I started to stain worms by the Feulgen
technique in order to discover which were the catecholamine-
containing ones, it became clear that numerous neurons in the
ventral nerve cord were formed some time after hatching
(Figure 3). Perusal of the primary literature showed that


Figure 3. At hatching the ventral cord (VC) has 15 cells ; a few hours later there
are 57. The figure shows 4',6-diamidino-2-phenylindole (DAPI)-stained specimens
in the first and second larval stages of development (L1 and L2). RVG,
retrovesicular ganglion.


this observation was not actually novel,[13] but it sufficed to get
us started in earnest on the cell lineage.


The significance was that although Sydney had wanted from
the beginning of the project to follow cell lineages, it was
presumed that the most interesting development happened in
the egg. So this was the only stage that had been studied, but it
was proving very difficult to see anything. This meant, however,
that there were already Nomarski differential interference
contrast (DIC) microscopes in the laboratory. DIC provides an
image of a thin optical section of a specimen, with the rate of
variation in refractivity from point to point, in a given direction,
represented by intensity. To the observer the effect is as though
the refractivity were modelled in relief and then shadowed in the
given direction: a powerful input to the eye. Since there is no
preparation necessary, the specimen can remain alive. Unlike
phase contrast microscopy, the objective and condenser work at
full aperture in DIC, so interference from regions above and
below the focal plane is minimised.


Thus I started looking at the larvae. At first this seemed even
more difficult than the egg, because all attempts to hold the
larvae down for viewing killed them or at least stopped them
from developing. Then I realised that I shouldn't hold them
down but let them go free, crawling between the top of a thin
but perfectly flat layer of agar and the cover slip. By scraping a
very thin coating of bacteria onto the centre of the cover slip I
got them to stay in the area, browsing gently along at a pace
that allowed me to watch and draw the cells. Seeing my first cell
division was an exciting moment, because it implied that
determining the larval lineage was possible (Figure 4).


And indeed so it proved. The first area that I looked at
seriously was the ventral nerve cord (Figure 5) because John
White was studying it and we were curious to find out how the
various classes of cells were derived. John had joined the lab at
the same time as me.[14] His initial role was to work on
automation of the reconstruction of the neuroanatomy of the
worm from serial section electron micrographs skilfully pro-
duced by Nichol Thomson (Figure 6). As it turned out, the
computers of the time were not powerful enough to allow full
automation, but, characteristically undaunted, John recruited
Eileen Southgate to assist him and performed the reconstruction
in short order by hand.[15]


So, if I could determine the cell lineages, John could correlate
the division pattern with the fates of the cells. The answer was
immediate: the cells were formed from a stereotyped sublineage
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Figure 4. The first division of two of the ventral cord neuroblasts viewed by
Nomarski optics in a living animal (reproduced, with permission from Elsevier
Science, from J. E. Sulston, H. R. Horvitz, Dev. Biol. 1977, 56, 110 ± 156


repeated along the length of the cord, and each class of neuron
arose from a particular branch of the sublineage (Figure 7;
ref. [16]).


At the same time, it was obvious that certain cells died and
disappeared, in a completely invariant but sex-specific pattern.
Such a cell would become more refractive over a period of half
an hour, until it resembled a raised disc in the DIC image; then it
would rapidly shrink and gradually disappear (Figure 8). Pro-
grammed cell death was already known from other systems,[17, 18]


but now in the worm it was both visible and predictable.
At this point Bob Horvitz joined the group (Figure 9a). He was


accustomed to collecting information in a very different way–
through carefully designed biochemistry, radioactive labels and
so forth–and was at first bemused by the idea of sitting and
watching cells divide.[19] But in a very short time he became a
tremendous enthusiast, and it was he who urged that we
continue to determine the entire larval lineage of the hermaph-
rodite.[20] By now Judith Kimble (Figure 9b) was in the group as
my postdoctoral researcher, but while in David Hirsh's lab she
had already determined the gonadal cell lineages.[21] After Bob
returned to the US, I went on to complete the male cell lineage,


Figure 5. Drawings recording neuroblast divisions over a two-hour period in the
anterior ventral cord and retrovesicular ganglion, 1974.


Figure 6. Nichol Thomson (left) and John White (right), MRC Laboratory of
Molecular Biology.


which fed into the neuroanatomy being determined by Donna
Albertson (Figure 9c) and the genetics of male determination
being studied by Jonathan Hodgkin (Figure 9d).[22, 23] So now we
had all the larval lineages worked out.


Cell assignments were a fine thing, but the aim was to find out
how they, and the cell divisions that preceded them, worked. A
direct approach to learning about interactions between the cells,
and about their functions, would be to kill them selectively. John
White devised a system with a pulsed laser beam that projected
through the objective of the microscope.[24, 25] It worked wonder-
fully well, because the large aperture of DIC optics meant that
the beam reached high intensity only in the cell of interest. In
most cases killing a cell simply removed that cell, and any
progeny, from the eventual structure of the animal and so
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Figure 8. The arrow points to a programmed cell death as it passes through its
peak refractivity; posterior end of the cord, Nomarski optics.


allowed us to discern its function. For example, killing the two
HSN neurons that lie on either side of the gonad (HSN stands for
hermaphrodite specific neuron; later found to undergo pro-
grammed cell death in the male) blocked egg laying. But in
certain cases a killed cell was replaced by another (Figure 10),
and so we were able to map out the regulatory possibilities in
development.[26]


Among the cell interactions revealed by the laser experiments
were two cases of cell death by murder.[22] In each of the cell pairs
concerned, prior removal of the engulfing cell allowed survival of
the cell programmed to die. We speculated that the majority of


cell deaths were suicides, that is, that engulfment was not a
necessary trigger, and this subsequently proved to be the case.


But of course the real aim was to go further and discover the
genes that control the programme. We began to hunt for
mutations, but it was not easy to decide what to look for.
Nevertheless we gradually accumulated a few mutations that
affected the cell lineage, some by analysis of the existing
collection, others isolated by predicting phenotypes (for exam-
ple Bob Horvitz's continued foray into egg-laying defects[27] ), and
others by looking at specimens taken at random from mutage-
nised stocks.[28, 29] The animals were examined by DNA staining,
FIF and Nomarski optics to determine whether the lineage was
altered. The possibilities were endless, but by now the news of
the cell lineage had been passed around the community and
many groups were engaged in mutation and laser experiments
to study different functions and body parts of the worm. Sharing
information in this way has always been a feature of the worm
community, and was greatly fostered by Bob Edgar's initiative in
starting the newsletter known as the Worm Breeders' Gazette
(Figure 11). The newsletter continues to appear, but in recent
years has been hugely extended by electronic resources.[30]


As for genes involved in programmed cell death, the
deoxyribonuclease nuc-1 gene product was known from an
early stage as a result of the DNA stain screens, but it was only


Figure 7. Cell lineages of the ventral cord. Between 6 and 15 h after hatching each blast cell goes through a stereotyped set of divisions (with small variations at the
ends of the cord), and in most places the fates of the progeny are correlated with their positions on the lineage as shown in the insert. Variations at the end of the cord
include a defined pattern of programmed cell death, shown by Xs in the main picture (reproduced, with permission from Elsevier Science, from J. E. Sulston, H. R. Horvitz,
Dev. Biol. 1977, 56, 110 ± 156.
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Figure 10. An example of fate regulation in the male tail. In the group of three
precursor cells, any one can be killed without causing a phenotypic defect,
because of replacement regulation. Killing two cells results in a defect because
further proliferation does not occur.


a scavenging enzyme and did not have to do with initiating cell
death (Figure 12). The first step into the pathway itself was taken
by Ed Hedgecock, who did what the rest of us thought was too


Figure 11. Bob Edgar (recent photograph) with the first issue of the Worm
Breeder's Gazette.


Figure 12. Three cell deaths (arrows) at the anterior end of the cord, revealed in
a nuc-1 mutant by persistence of their DNA in small clumps. Feulgen stain.


difficult and screened live mutagenised worms by DIC optics. By
this time we knew that the normal fate of a dying cell is to be
phagocytosed by its neighbours.[31] Ed found a number of
mutations in two genes, ced-1 and ced-2, required for the
phagocytosis; with the loss of activity of either gene the dead
cells persisted as prominent refractive objects, providing an
obvious phenotype (Figure 13; ref. [32]). Those deaths that had


Figure 13. Ed Hedgecock, MRC Laboratory of Molecular Biology, 1970s, with a
ced-1 mutant. The arrowhead points to one of several persistent cell corpses
visible in the mutant (reproduced, with permission from American Association for
the Advancement of Science, from E. M. Hedgecock, J. E. Sulston, J. N. Thomson,
Science 1983, 220, 1277 ± 1279.


Figure 9. Top left : Bob Horvitz. Top right : Judith Kimble. Bottom left : Donna
Albertson. Bottom right : Jonathan Hodgkin. Photographs from the 1970s, MRC
Laboratory of Molecular Biology.
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previously been identified as murders failed to occur in these
mutants, confirming their special character. Subsequently Hilary
Ellis used the same procedure of DIC screening to find revertants
of CED-1 mutants, and so discovered ced-3, the first gene known
to actually control cell death.[33] This was the first of many,[34] and
that story is taken up in Bob Horvitz's lecture.


One further type of cell death was discovered by Marty Chalfie
in the course of his programme on mecs (Figure 14). These
abnormal deaths are caused by mutations in the deg genes that
result in overactivity of an ion channel in a certain class of cells.[35]


The phenotypes of these mutants are unaffected by loss of ced-1
and ced-2.


Figure 14. Marty Chalfie, MRC Laboratory of Molecular Biology, 1970s, with a cell
dying in a dominant mec-4 mutant (reproduced, with permission from Elsevier
Science, from M. Chalfie, J. E. Sulston, Dev. Biol. 1981, 82, 358 ± 370.


Meanwhile, only limited progress had been made on the egg.
A century previously the early lineages had been worked out by
observation of fixed and DNA-stained specimens (see, for
example, ref. [36]; reviewed in ref. [37]), but now, to go further,
living specimens would have to be used. Roger Freedman and
Simon Pickvance had tried recording with DIC optics on 16-mm
film, as had T. Kaminuma in Tokyo, and G. von Ehrenstein and E.
Schierenberg in Gˆttingen.[38] The cells were visible, but retrieval
of the information about cell divisions, especially when the
division axis was vertical, proved impossible after the first few


Figure 15. The egg, seen by Nomarski optics, from pronuclear fusion to
hatching.


rounds (Figure 15). So, little by little I started looking by eye and
drawing as I had for the larvae. At first it was hard, but I had the
time to persist, and soon the structures became clearer in my
mind. The lineage is almost invariant, so I was able to return to
each stage and each group of cells and became familiar with
them. One gadget that helped a lot was a traditional cross hair
made from gossamer, which provided a point of reference in the
image without degrading it at all–much better than an
engraved plate. Over the course of a year and a half it was
finally done. We had the entire story of the worm's cells from
fertilised egg to adult (Figure 16; ref. [39]). Once again, compar-
ison with the anatomy determined from Nichol Thomson's E/M
sections was crucial, but between us we were able to assign all
the cells to their eventual roles (Figure 17).[40, 41]


Later John White built a device–the 4D microscope–that
records on optical discs and allows much better retrieval, and
there are now hopes of fully automating the observation of the
lineage by means of histones linked to the green fluorescent
protein.[42]


At this point, we discussed our findings mainly in observa-
tional terms because there was little else we could do. For
example, we were intrigued by cells that changed their function
during development. Thus the DD motor neurons innervate
ventral muscle in the youngest (L1) larva, but then rearrange
their connections to innervate dorsal muscle in the next stage
(L2), by which time new ventral innervation has been provided
from postembryonically generated neurons.[43] In mutants that
have no postembryonic cell division, the DDs rearrange regard-
less, and the mutant becomes abruptly uncoordinated at L2.
Clearly this was telling us something about development, but
what?


Again, there was always a lot of discussion around the lab
about autonomous versus nonautonomous determination of
cell fate–rather reminiscent of the politically charged debated
about nature-versus-nurture for human development that we
hear so much of now. Classical developmental biology, it seemed
to me, was too often concerned with setting up an experiment
to settle an issue once and for all. I felt that it was no use going
on arguing about whether this or that view of development was
correct, but that we had to go out and find the genes. It also
seemed likely that everyone would in the end be proved correct :
life doesn't follow a particular neat set of rules but uses all sorts
of mechanisms.


But how to find the genes? Did we need to find all of them or
just the subset that would become obvious by mutational
analysis, genetics and selective cloning of those parts of the
genome thus revealed? Later, as we embarked on the genome
map, I was told by one enthusiastic Drosophila researcher in the
laboratory: ™Don't worry about doing this, in five years time it
will all be over∫. He was inspired by the recent discovery of the
homeobox (reviewed in ref. [44]), and indeed that was a
wonderful breakthrough, but would it be the whole story?
I suspected not, that life would be too complicated to solve by
classical genetics alone, and that we would indeed have to find
all the genes before we were done.


At this point my account diverges from the Nobel citation that
the three of us have received. Bob continued along the path that
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brought us all to Stockholm, whilst I began a different though
parallel project. My excuse for including a brief description of it
here is : first that it has contributed to the scientific success of the
cited enterprise, and second that it led to some philosophical
conclusions on which I would like to end.


As the lineage work came to an end, I was uncertain what to
do next. Many people thought that, given my knowledge of the


egg, I should analyse embryonic
mutants. But there were already
several groups engaged in this work
(reviewed in refs. [45 ± 47]), and I
didn't think I could add much to
their efforts. But also there was
another problem: there were already
too many mutants available for the
rate at which the genes could be
isolated by the relatively new art of
molecular cloning. Finding them in
the 100-million base pair genome
was immensely time consuming.
When Bob Horvitz was leaving for
MIT I asked him what he planned to
do about it. ™Heavy duty molecular
biology∫ was his pained but realistic
reply. It niggled me that each person
should be wasting so much time on
this business with gels and filters,
groping around in the immensity of
the genome for the few thousand
bases of interest to them, and my
thoughts came to a head during a
seminar by Matt Scott about his


heroic mapping of the antennapaedia region in Drosophila.
Surely it should be possible to do it all in parallel for much less
proportionate effort? Total sequencing was at that time
impossible to contemplate, but large-scale mapping seemed
feasible.


I came back full of enthusiasm for this concept, started to learn
from Jon Karn the molecular skills that I'd missed while closeted


Figure 16. The complete cell lineage of the hermaphrodite, from fertilised egg to adult.


Figure 17. The beginning of the complete list of cells, as it appeared in the first worm book (reproduced, with
permission from Cold Spring Harbor Laboratory Press, from W. B. Wood, Embryology in The Nematode
Caenorhabditis elegans (Ed. : W. B. Wood and the community of C. elegans researchers), 1988, pp. 215 ± 241;
permission conveyed through Copyright Clearance Center, Inc.







C. elegans: Cell Lineage and Beyond (Nobel Lecture)


ChemBioChem 2003, 4, 688 ± 696 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 695


with the microscope, and discussed approaches to character-
ising the clones with him and Sydney. I started making clone
libraries in �. The crucial moment was the decision by Alan Coulson
to join me, following the retirement of his boss Fred Sanger. We
switched from � clones to cosmids, and Alan got the fingerprinting
to work efficiently enough to put through thousands of clones.
Rodger Staden started us off with a simple software package for
manual reading of the gels and matching, but we soon exceeded
its capacity. So I learned to write Fortran programmes and
developed an electronic assembly system. Frank Mallett and the
workshop built a scanner for the films and we wrote a semi-
automatic package to read out the positions of the bands.


It was going well, and we had a map covering the genome in a
few hundred segments, but the remaining gaps were proving
intractable.[48] Fortunately Bob Waterston visited on sabbatical at
the very time that David Burke and Georges Carle were
developing the yeast artificial chromosome (YAC) cloning system
in Maynard Olson's laboratory.[49] Bob speculated that YACs
might clone segments that cosmids could not. He returned
home and quickly constructed the first YAC library for the worm,
and we saw that they filled the gaps. Yuji Kohara came on
sabbatical, and that summer we all worked on the long series of
hybridisations that knitted the map together at last.[50] And Bob
joined Alan and me in what has become a 20-year collaboration
(Figure 18).


The map was by now proving its worth in gene finding, and
was the most complete for any complex genome. Andy Fire's
introduction of efficient transformation meant that the cosmids
could be tested directly for rescue of mutants, simply by
injecting them in turn into the gonad.[51] One important thing we
were learning was to ensure that the information remained
open. This was standard practice in the worm community but
was especially important for the genome project. The project
would only be useful if everyone cooperated in placing their
genetic data on the physical map, so that the genetic
and physical maps would become more and more closely
aligned. Only thus would gene hunting actually be facilitated
(Figure 19). So this was not a matter of open data for its own
sake, but was simply the way to make the map useful,


Figure 19. The principles of a genome map. The intractably long DNA molecule
of the genome is converted into an overlapping series of clones, immortalised in
frozen bacteria or yeast cells and issued to researchers when needed. To maximise
benefit from this physical map it is essential to accumulate publicly information
from previous gene locations, so that the hunter of gene X knows where to look
from using the aligned genetic map as a guide.


andto that end we devised simple rules so that researchers could
contribute and yet still be credited for their individual accom-
plishments.


So when our two laboratories moved on to sequencing–first
the worm[52] and then joining in with the much larger group for
the human genome[53]–it was natural for us to bring the
principle of free data release along. It was the pragmatic way to


proceed in what was recog-
nised as the growing field of
genomics, and in due course
it became formalised in the
Bermuda statement: the re-
sult of a meeting of the major
human sequencing groups at
Bermuda in 1996.


The human genome proj-
ect was well on course for
finishing in 2005, or very likely
earlier, given the Wellcome
Trust's commitment to it in
the UK. In 1998 the worm
sequence was published,
with some gaps but essen-
tially complete, the first ani-
mal sequence to be brought


to this level. But also in 1998 came a claim that a private
enterprise would sequence the human faster and cheaper,
outrun the public consortium, and release the data. Apart from
technical doubts, we thought it financially implausible that an
industrial sponsor would release data freely. As it turned out, we
were correct, but there followed a hectic three years of science
politics to ensure that the human genome remained in the
public domain.


That's now over, mercifully. But, in closing, I'd like to highlight
the key reason for making a fuss about free release of genome
data. The fact is that proprietary databases don't work for such
basic and broadly needed information as the sequence of the
human genome (Figure 20). Not only do such databases create a
class distinction between rich and poor researchers, but worse


Figure 18. The architects of the genome map and sequence. From left to right : Bob Waterson, Alan Coulson, Fred Sanger.
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Figure 20. Contrast in communications for users of proprietary and public
databases. A proprietary database can be accessed only by fee-paying researchers
($$R), who must agree not to redistribute data in order to protect its
confidentiality. A public database can be accessed by all, and everyone can
communicate freely with one another.


they inhibit communication between researchers in general. In
order to protect the market value of a proprietary database, the
owner must prohibit redistribution of the contents–otherwise
the information would quickly leak out and be widely known.
But often–and bioinformatics is a case in point–it's not
possible to disseminate results without disseminating the
underlying data at the same time. Attempts to get around this
lead to fearful tangles and it's far better to fund and distribute
the information in the public domain from the start.


Additionally, this dispute was a microcosm of the debate
about how scientific research should be financed. At the
moment more and more funding is coming with profitable
applications in mind. Whilst worthy in themselves, applications
shouldn't be the only way to drive basic research. Short-term
goals are too limited to control exploration of the natural world,
and anyway not everything we discover should be exploited.
Furthermore, many of the most important potential applica-
tions–for example, the neglected diseases such as tuberculosis
and malaria, found mainly in the poorer parts of the world–
cannot be researched through funding for profit : there is no
market to repay the investment.[54] It seems obvious that we
have to revert to a greater measure of public funding and stop
imagining that somehow the free market will solve everything
on its own.


This lecture has taken a meandering route and ended up far
from its starting point. To loop back, I think the important
purpose of science is to explore, discover and understand. I'm
glad if I've been able to contribute a little to that process, and
hugely grateful to all my colleagues, both here and elsewhere,
for their achievements and for the fun I've had. I hope that we
can apply our ever-increasing knowledge wisely, for the good of
all.
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Worms, Life, and Death (Nobel Lecture)**
H. Robert Horvitz*[a]


Dedicated to my mother, Mary Horvitz, and to the memory of my father, Oscar Horvitz.
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I never expected to spend most of my life studying worms.
However, when the time came for me to choose an area for my
postdoctoral research, I was intrigued both with the problems of
neurobiology and with the approaches of genetics. Having
heard that a new ™genetic organism∫ with a remarkably simple
nervous system was being explored by Sydney Brenner–the
microscopic soil nematode Caenorhabditis elegans–I decided to
join Sydney in his efforts.


The Cell Lineage


After arriving at the Medical Research Council Laboratory of
Molecular Biology (the LMB) in Cambridge, England, in Novem-
ber, 1974, I began my studies of C. elegans (Figure 1) as a
collaboration with John Sulston. John, trained as an organic


Figure 1. Caenorhabditis elegans adults. Hermaphrodite above, male below.
John Sulston took these photographs, and I drew the diagrams. Bar, 20 microns
(taken from J. E. Sulston, H. R. Horvitz, Dev. Biol. 1977, 56, 110 ± 156 and
reproduced with permission from Elsevier Science).


chemist, had become a Staff Scientist in Sydney's group five
years earlier. John's aim was to use his chemistry background to
analyze the neurochemistry of the nematode. By the time I
arrived, John had turned his attention to the problem of cell
lineage, the pattern of cell divisions and cell fates that occurs as a
fertilized egg generates a complex multicellular organism. John


could place a newly hatched C. elegans larva on a glass
microscope slide dabbed with a sample of the bacterium
Escherichia coli (nematode food) and, using Nomarski differential
interference contrast optics, observe individual cells within the
living animal. In this way, he could follow cells as they migrated,
divided and, in certain cases, died. That cells died as a normal
aspect of animal development had been known by develop-
mental biologists and neurobiologists for many years, and in
1964 Richard Lockshin and Carroll Williams had published a
paper[1] in which they referred to such naturally occurring cell
death as ™programmed cell death.∫ The study of this phenom-
enon was later to engage a substantial proportion of my
scientific efforts.


John's initial analyses of the C. elegans cell lineage were
focused on the developing larval ventral nervous system. I found
his discoveries about the relationship between cell lineage and
nerve cell fate very exciting: 12 neuronal precursor cells undergo
the same pattern of cell division, and descendant cells with
equivalent cell lineage histories in general differentiate into the
same nerve cell type. For example, the anterior daughter of the
posterior daughter of each of 12 neuroblasts becomes a motor
neuron of a class called ™AS∫ by John White (Figure 2), who with
Sydney was then defining the complete anatomy and connec-
tivity of the C. elegans nervous system. I asked John Sulston if I
could join him in the examination of other aspects of the
C. elegans cell lineage, and to my delight, he said, ™Yes.∫


John and I decided that it should be possible to track every
cell division that occurred during larval development. With the
added efforts of Judith Kimble, who as a graduate student with
David Hirsh at the University of Colorado in Boulder was
interested in the development of the C. elegans gonad, we did
just that. John and I published a description of the complete
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nongonadal larval cell lineages in 1977.[2] The authorship of that
paper was a topic of debate between John and me: we each
insisted on being second author. John was rather unassuming
and wanted to be second author to give me more credit and
visibility. I, knowing that John had done the vast majority of the
work, believed strongly that he should be first author. We were
at a standstill until I had an idea. I knew that John hated writing
manuscripts. I told him that I would write the paper on the
condition that he would be first author. We had a deal.


Two years later, Judith Kimble and David Hirsh described the
larval cell lineages of the gonad.[3] John then completed the
picture by tracking the pattern of cell divisions between the


Figure 2. John White.


single-celled fertilized egg and the newly hatched larva. This
achievement was far more difficult than what John, Judith, and I
had done previously, in part because the process of embryonic
morphogenesis involves a major cellular rearrangement to
generate a worm-shaped larva from what was previously a ball
of cells. A simple analogy is to imagine that you are watching a
bowl with hundreds of grapes, trying to keep your eye on each
grape as it and many others move. John succeeded in following
all 558 nuclei, and this effort (with input from Einhard Schieren-
berg, John White, and Nichol Thomson) led to the description of
the embryonic cell lineage of C. elegans.[4] Together, these studies
defined the first, and to date only, completely known cell lineage
of an animal (Figure 3).


The C. elegans cell lineage, which is essentially invariant
among individuals, presents many of the problems of devel-
opmental biology at the level of resolution of single cells. The
issue then was how to proceed from description to mechanism.
We discussed two general approaches. The first was based upon
the classical methods of experimental embryology, involving the
removal and/or transplantation of particular bits of developing
animals. With this direction in mind, John White began pursuing
a modern approach to cell removal: laser microsurgery. By
focusing a laser beam though a microscope equipped for
Nomarski optics, he could visualize and kill single cells. In this
way, it would be possible to determine the functions of
individual cells. Killing a cell in the developing embryo or larva
should reveal if that cell influenced the developmental fate of
another cell. The two Johns and Judith Kimble applied this
technology to eliminate specific cells and analyze develop-
ment.[5, 6] They discovered that cell interactions play a substantial
role in C. elegans development and that the invariance of the
C. elegans cell lineage reflects in part the invariance of cell
interactions.


Cell Lineage Genetics


The second approach we considered for the analysis of the
mechanisms responsible for the C. elegans cell lineage was
genetics. Sydney had established C. elegans as a genetic
system.[7] However, we had no idea if there existed genes that
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had specific roles in controlling cell lineage or that controlled
specific cell lineages. It was possible that mutating any gene that
affected one cell division would also affect so many other
divisions as to lead to an uninterpretable lethality. Even
mutations that affected a single cell division could well prove
to be leaky alleles of genes that act more broadly, for example, a
weak mutation in any gene involved in cell division presumably
would cause a defect in the divisions of those cells most sensitive
to decreases in the activity of that gene. I expressed this concern
more optimistically on March 19, 1976, in my first presentation of
the idea of using genetics to study the worm cell lineage, at a
combined worm± fly group meeting (™Tea Talk∫) at the LMB
(Figure 4). I suggested that mutants with abnormal lineages
could prove useful in two ways: first, they would provide a
means of eliminating specific cells or sets of cells, thus
™complement{ing the} laser system∫; second, they could reveal
aspects of the logic of development, ™perhaps.∫


Figure 4. My notes for the beginning of a ™Tea Talk∫ I presented on March 19,
1976, to an informal weekly gathering of the C. elegans and Drosophila
researchers at the Cell Biology Division of the Medical Research Council
Laboratory of Molecular Biology in Cambridge, England.


My studies of worm cell-lineage genetics began as another
collaboration with John Sulston. We looked for mutant animals
abnormal in specific aspects of behavior and/or morphology and
then examined those mutant animals at the single-cell level for
defects in cellular anatomy. If the number of cells was abnormal,
we reasoned, an abnormality in the cell lineage might well be
responsible. We then directly examined cell lineages in such
mutants by using the same techniques we had used to define
the cell lineage of the wild-type animal. Because John and I first
determined larval as opposed to embryonic cell lineages, we
began by seeking mutants defective in the larval cell lineages. To
do so, we considered what biological features the larval cell
lineages add to the newly hatched animal. A young worm and an
adult worm are in general very similar. Most of the larval cell
lineages are involved in sexual maturation, that is, with the
development of the gonad and of the neurons, muscles, and
vulval cells used for egg laying. For this reason, one approach we
took was to seek mutants defective in egg laying and ask if these
mutants were defective in cell lineage.


In our initial study,[8, 9] John and I characterized a set of 24 cell
lineage mutants. Five of these mutants had been isolated some
years earlier by Sydney Brenner in his pioneering screens for
mutant worms of any sort. Over the years, my laboratory has
isolated over 4000 mutants, many of which are cell lineage
mutants. In many cases the genes defined by such mutants have
proved to have specific and interesting effects on the worm cell
lineage.


Heterochronic mutants and the control of developmental
timing


Some C. elegans cell lineage mutants perturb the developmental
timing of specific aspects of the cell lineage. We called such


Figure 3. The complete cell lineage of C. elegans.
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mutants ™heterochronic∫ and regard them as temporal counter-
parts of spatial homeotic mutants, since they transform cell fates
in time rather than in space.[10] The first heterochronic mutant,
which defined the gene lin-4 (lin, cell lineage abnormal), was
isolated in Sydney Brenner's laboratory as a morphologically
abnormal animal by P. Babu (personal communication). lin-4 was
characterized collaboratively by Marty Chalfie, John Sulston, and
me.[11] (I knew Marty in high school, and after a chance encounter
in which I told him about C. elegans, he, too, joined Sydney's
laboratory as a postdoctoral researcher. Marty has focused his
continuing studies of C. elegans on the animal's nervous system
and introduced the jellyfish green fluorescent protein (GFP) as a
reporter for gene expression and protein localization; GFP is now
widely used in many fields of biology.[12] ) More detailed analyses
of heterochronic genes have been performed by Victor Ambros
and Gary Ruvkun, first as postdoctoral fellows in my labora-
tory[10, 13, 14] and later as independent researchers. Heterochronic
mutations are generally of two classes, as exemplified by their
effects on cell lineage: retarded mutations cause early devel-
opmental events to occur at late developmental times, and
precocious mutations cause late developmental events to occur
at early developmental times (Figure 5). The heterochronic
genes are major regulators of developmental timing.


The Ambros and Ruvkun laboratories discovered that two of
the heterochronic genes, lin-4 and let-7, do not encode protein
products but rather encode small (21 ± 22-nucleotide) RNAs.[15, 16]


These RNAs are the founding members of a family of RNAs, now
calledmicroRNAs, which have proved to be widespread in biology,
with large families not only in C. elegans but also in insects, plants,
and mammals.[17±21] MicroRNAs are currently the subject of
intensive study in a rapidly growing and very exciting field.


Genes that control the generation of cell diversity


Other cell lineage mutants blocked the generation of cell
diversity at specific cell divisions. For example, although the cell


lineage diagram (Figure 3) looks very complicated, the logical
decisions that occur in this lineage can be depicted much more
simply (Figure 6A). In short, we can regard every cell in the cell


Figure 6. Every cell can be considered to have a fate, where that fate is either to
express a particular differentiated state (programmed cell death can be regarded
as one such fate) or to divide in a particular pattern and generate a particular
complement of descendant cells. A) Every cell that divides can be said to have a
fate, A, which is to divide to generate two daughter cells that have fates B and C,
which in general differ from each other and from A. B) In certain cell lineage
mutants, mother cells of fate A, instead of generating daughters with fates B and
C, generate daughters with fates B and B or fates B and A. Such mutants can
define genes that function in the generation of cell diversity.


lineage as having a fate. That fate may be to differentiate into a
specific cell type or to divide in a specific pattern to generate a
specific complement of descendant cells. At each cell division, a
cell with one fate A can be said to divide to produce two
daughter cells with fates B and C, where in general B and C differ
both from each other and also from A. Some of the cell lineage
mutants we found cause sister cells to be identical instead of
different or daughter cells to be like their mothers instead of
acquiring new fates (Figure 6B). If the mutation involved
eliminated the activity of a gene, we could conclude that the
gene is necessary to make sister cells different from each other or
to make daughter cells different from mother cells, in other
words, that the gene functions to generate cell diversity during
development.


We have characterized a variety of such cell lineage genes
genetically, developmentally and molecularly (reviewed in


Figure 5. Heterochronic mutations cause perturbations in the timing of specific developmental events. The numbers 1, 2, 3, and 4 on the left indicate the first to fourth
larval stages (L1 ± L4) of C. elegans development, respectively. S1, S2, S3, and S4 indicate stage-specific lineage patterns normally expressed at the L1 ± L4 stages,
respectively. In retarded mutants, early events occur late, for example, an S1 pattern can be seen at the L2 stage. Conversely, in precocious mutants, late events occur early,
for example, an S2 pattern can be seen at the L1 stage (taken from V. Ambros, H. R. Horvitz, Genes Dev. 1987, 1, 398 ± 414 and reproduced with permission from Cold Spring
Harbor Laboratory Press ; permission conveyed through Copyright Clearance Center, Inc.).
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refs. [22, 23]). One of the most interesting and, I think, most
significant findings to emerge from these and our other studies
of the genetics of the C. elegans cell lineage is that most of these
genes have counterparts in other organisms, including humans.
For example, among the worm cell lineage genes we identified
to be involved in the generation of cell diversity are founding
members of the now well-known and well-studied POU[24] and
LIM[25] families of transcription factors.


IDCGs, lin-12, and lin-14


As we were beginning our studies of genes that affect cell
lineage, one issue that we faced was how to distinguish genes
with direct as opposed to indirect roles in controlling a specific
cell division or cell fate. In other words, our goal was to analyze
™important developmental control genes,∫ which we referred to
(with amusement) as ™IDCGs.∫ How might we identify genes that
directly control specific cell fates? We knew that in certain cases
these cell fates were regulated by cell interactions, that is,
whether a particular cell expressed fate A or fate B was
determined by the presence or absence, respectively, of a signal
from another cell. In such cases, any gene needed for the
generation, differentiation, or functioning of the signaling cell
would be required for the expression of fate A, but could be
controlling that cell fate only indirectly.


To address this issue, we decided (e.g. , see a subsequent
discussion by graduate student Paul Sternberg and me[26] ) that
one appropriate focus would be genes for which opposite
classes of mutations–those that eliminate gene activity and
those that elevate gene activity–have opposite developmental
effects. The paradigm indicating that genes with such character-
istics are bona fide developmental genes had been established
by Ed Lewis in his pioneering studies of the Drosophila Bithorax
gene complex.[27, 28] Thus, for the case noted above, we would be
particularly interested in genes for which too little gene activity
causes a cell that normally expresses fate A instead to express
fate B, while too much gene activity causes a cell that normally
expresses fate B instead to express fate A. Such genes could not
simply be needed for some aspect of a process upstream of the
cell-fate decision of interest. Rather, such genes could be
considered to be not only necessary but also sufficient (in
certain cellular contexts) for the expression of a particular cell
fate.


The first two genes we studied that satisfied this IDCG
criterion and, in fact, led us to this way of thinking were lin-12
and lin-14. The lin-12 gene was analyzed by graduate students
Iva Greenwald, Paul Sternberg, and Chip Ferguson[29±31] . Oppo-
site classes of lin-12 mutations result in opposite homeotic
transformations in cell fates precisely as outlined above. lin-12
indeed proved to be an important developmental control gene.
Molecularly characterized by Iva Greenwald after she left my
laboratory,[32] lin-12 was a founding member of the LIN-12/Notch
family, since shown to control intercellular signaling in many
organisms and to be involved in human cancer[33±35] . The LIN-12
protein showed regions of sequence similarity to the then
recently characterized mammalian epidermal growth factor
protein. This finding was one of the first indicating that


developmental genes from simple animals were strikingly
conserved with human genes. In addition, continuing studies
from Iva's laboratory established general principles of LIN-12/
Notch signaling[36±38] and revealed that this family of proteins
interacts with presenilins, which makes the LIN-12/Notch family
of substantial interest to investigators studying Alzheimer's
Disease.[39]


lin-14, which was the second heterochronic gene we identified
and which was characterized at about the same time as lin-12,
also fulfilled our IDCG criterion of having opposite classes of
mutations that cause opposite biological consequences: muta-
tions that reduce lin-14 activity lead to precocious development,
whereas mutations that elevate lin-14 activity lead to retarded
development.[10] lin-14 proved to play a pivotal role in the control
of developmental timing.[13] All of the other genes we have
studied that fulfill our IDCG criterion have also proved to be
interesting. For example, let-60 encodes a Ras protein and acts as
a binary switch in a signal transduction pathway of vulval
development[40, 41](see below); egl-10 was a founding member of
a key class of G-protein regulators known as RGS proteins;[42] and
ced-9 plays a crucial regulatory role in programmed cell death[43]


(see below).
With hindsight, I think our rationale for choosing candidate


IDCGs was perfectly reasonable. However, we know now (and
suspected then) that many genes that do not fulfill this particular
IDCG criterion also are of interest and importance. It may well be
that the detailed and analytic study of most genes that affect
development in specific ways will be instructive.


A genetic pathway for organ development


By studying groups of genes with related effects on the same
aspect of the worm cell lineage, we have been able to define not
only single genes involved in specific developmental steps but
also extensive gene pathways. For example, we have studied a
set of genes involved in organ development–specifically in the
development of the vulva of the C. elegans hermaphrodite. The
vulva defines the opening between the uterus and the external
environment and is needed for egg laying and for mating with
males. Mutants abnormal in vulval development were first
isolated by Sydney Brenner, and the genes defined by these and
similar mutants were initially characterized collaboratively by
John Sulston and me. Vulval developmental mutants are of two
basic classes (Figure 7).[8, 9] Some mutants lack a vulva, and are
called ™vulvaless.∫ Because C. elegans is an internally self-fertiliz-
ing hermaphrodite, a vulvaless mutant generates fertilized eggs
but these eggs develop and hatch in utero, after which the
progeny devour the animal that was both mother and father to
them. The young larvae are released into the environment, so
vulvaless mutations are not lethal, at least in the genetic sense of
causing the inviability of a strain. Animals in the second class of
vulval developmental mutants have multiple ectopic vulva-like
structures. Such mutants are called ™multivulva.∫


Many of the genes defined by vulvaless and multivulva
mutants proved to be involved in the cell interactions that
specify worm vulval development (for examples, see
refs. [29, 44]). Studies of these genes by our laboratory and by
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Figure 7. Mutants abnormal in vulva development define two basic classes:
A) Wild type. B) A vulvaless mutant. C) A multivulva mutant. Arrowhead indicates
position of the vulva. Arrows indicate extra vulva-like structures.


other laboratories, particularly that of my ex-graduate-student
Paul Sternberg, not only established the molecular genetic basis
of vulva development but also helped elucidate the Ras pathway
for signal transduction[40, 41, 45](reviewed in ref. [46]). Ras had
been discovered as a human proto-oncogene,[47] and an under-
standing of the normal function of Ras genes as well as of the
pathway in which Ras genes act has proved fundamental to the
fields of developmental biology and oncology. Our more recent
studies of genes involved in vulval development[48, 49] are
revealing how a Retinoblastoma (Rb) tumor suppressor gene[50]


pathway acts to antagonize this Ras oncogene pathway.


Programmed Cell Death


As I and members of my new laboratory at the Massachusetts
Institute of Technology (MIT) were beginning genetic studies of
the C. elegans cell lineage, one aspect of the cell lineage
particularly caught my attention: in addition to the 959 cells
generated during worm development and found in the adult,
another 131 cells are generated but are not present in the
adult.[2, 4] These cells are absent because they undergo pro-
grammed cell death. This phenomenon of naturally occurring
cell death had long been observed as a feature of animal
development (for examples, see refs. [1, 51, 52]) and seemed a
fundamental but essentially unexplored area of developmental
biology. Furthermore, programmed cell death is a striking
feature of nervous system development (e.g. , 105 of the 131
programmed cell deaths in C. elegans are in the nervous system),
and it was neurobiology that had first attracted me to C. elegans.
In addition, Kerr, Wyllie, and Curie in 1972[53] had suggested,
based upon ultrastructural studies of dying cells, that the
mechanisms responsible for naturally occurring developmental
cell death might also be involved in the cell deaths seen during
tissue homeostasis as well as in untreated malignant neoplasms


and in some cases of therapeutically induced tumor regression.
They noted that the process of cell death in all of these cases is
characterized by a series of specific structural changes, and they
named this process ™apoptosis,∫ a term that has become widely
used and is often considered to be synonymous with program-
med cell death.


It seemed likely that we could apply the approaches we were
taking to study the C. elegans cell lineage to analyze program-
med cell death. In particular, from the cell lineage we knew that
specific cells with diverse developmental origins undergo
programmed cell death at specific times during development
and that programmed cell death is characterized by a series of
specific morphological changes. Thus, we could think of
programmed cell death as a cell fate, much like other cell fates,
such as differentiating into a muscle cell or a serotonergic
neuron. If so, we reasoned, there should be genes that control
both the decision to express that fate and the execution (so to
speak) of the fate itself.


The first cell-death gene, nuc-1


The first gene to be identified that affects C. elegans program-
med cell death was discovered by John Sulston in his initial
search for mutants defective in the cell lineages of the ventral
nervous system, the first cell lineages he studied.[54] John was
screening for animals abnormal in the number of cells in the
ventral nervous system. To visualize these cells, he used Feulgen
DNA staining. John observed that in one mutant individual DNA-
positive pycnotic bodies were located precisely in positions
where there should have been prior programmed cell deaths. He
showed that this mutant is defective in the degradation of DNA
in cells undergoing programmed cell death and named the gene
defined by this mutant nuc-1 (nuclease abnormal), because it
controls the activity of a DNA endonuclease.


ced-1 and ced-2, two genes needed for the engulfment of cell
corpses during programmed cell death


Next, Ed Hedgecock, then a postdoctoral researcher at the LMB,
identified two genes important for the engulfment of cell
corpses by neighboring cells during programmed cell death.[55]


This process of engulfment, or phagocytosis, normally removes
dying cells from the body of the animal. Ed named these two
genes ced-1 and ced-2, for cell death abnormal.


The killer gene ced-3


In my laboratory, we were interested in identifying genes
responsible either for causing cells to die during programmed
cell death or for deciding which cells are to live and which are to
die by programmed cell death. As an approach, we decided to
seek mutants abnormal either in the presence or in the pattern
of programmed cell deaths. However, the use of Nomarski optics
to visualize programmed cell deaths was problematic–dying
cells are rapidly engulfed, so that at any given developmental
stage very few if any cell deaths can be seen. Following by direct
observation the process of cell death in living larvae or embryos
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is too slow to allow for an efficient mutant hunt. Instead,
beginning soon after my 1978 arrival at MIT, we performed
mutant hunts by using the nuc-1 mutant to allow the visual-
ization of cell deaths. We obtained a variety of mutants with
abnormalities in patterns of cells deaths, but in each case the
abnormalities proved to reflect more general defects in cell
lineage. For example, in lin-22 mutants five rather than one
programmed cell deaths occur along each side of the second
stage larva; the sources of these extra cell deaths proved to be
the lateral blast cells V1, V2, V3, and V4, which normally do not
generate dying cells but in lin-22 mutants are all transformed to
express the fate of V5, which normally generates one cell that
undergoes programmed cell death.[56] Thus, the fundamental
role of lin-22 seemed to be in specifying the fates of V1 ±4, not in
determining which cells live and which die. It is worth noting
that this understanding of lin-22 would have been difficult to
attain in the absence of the ability to study at single-cell
resolution the C. elegans cell lineage. No mutants specific for
defects in programmed cell death were isolated from our nuc-1
screens.


The ced-1 and ced-2 mutants of Hedgecock et al.[55] offered us
a more powerful approach. In ced-1 and ced-2 mutants, dying
cells initiate the process of programmed cell death but are not
engulfed, so that cell corpses persist in an intermediate stage
that is easily visualized in living individuals by using Nomarski
optics. Visualizing programmed cell deaths in living individuals is
far more efficient for a genetic screen than examining fixed and
DNA-stained specimens, as we were doing in our screens with
nuc-1 mutants. Specifically, our nuc-1 screens required establish-
ing lines of animals, so that if a fixed and stained mutant animal
of interest was identified the mutation responsible could be
recovered in a living sibling of the mutant animal. By contrast, if a
mutation were identified in a ced-1 mutant background by using
Nomarski optics to visualize programmed cell deaths, the
individual carrying that mutation could be picked and used to
establish a mutant strain. We could screen many more ced-1
animals than nuc-1 clones of animals. Thus, our idea was to
mutagenize ced-1 animals and look for mutants with abnormal-
ities in the presence or in the pattern of programmed cell deaths
as seen with Nomarski optics. In this way, we hoped to be able to
identify mutants in which the process of programmed cell death
had not been initiated or in which the pattern of programmed
cell deaths was altered. We were encouraged to suspect that
such mutants would exist based upon our prior success in
isolating cell lineage mutants with highly specific defects.


Hilary Ellis (Figure 8), a graduate student in the laboratory,
undertook this mutant hunt. Although ced-1 and ced-2 had not
yet been described in any publication, Ed Hedgecock generously
sent Hilary a ced-1 mutant to use in her screen. Such an open
sharing of both information (we knew all about Ed's results prior
to publication) and resources (he sent us his unpublished
mutant) has been a characteristic of the C. elegans field since its
beginning and has, I believe, allowed the field to blossom in a
highly efficient, rapid, and enjoyable fashion. Hilary mutagenized
ced-1 animals and found a mutant in which no cell corpses could
be seen (Figure 9). We named the gene defined by this mutant
ced-3. In a series of experiments, Hilary demonstrated that if ced-


Figure 8. Hilary Ellis and her daughter Alina.


Figure 9. Programmed cell death does not occur in a ced-3 mutant. A) A ced-1
mutant, defective in the engulfment of dying cells, contains persisting cell corpses
(arrows). B) A ced-1 and ced-3 double mutant, in which there is no programmed
cell death, does not contain cell corpses. The triangles indicate marker cells
present in both animals. Bar, 10 microns (taken from H. M. Ellis, H. R. Horvitz, Cell
1986, 44, 817 ± 829 and reproduced with permission from Cell Press).


3 activity is reduced or eliminated by mutation, essentially all 131
cells that normally die instead survive[57, 58] . Leon Avery, a
postdoctoral researcher in my laboratory, later introduced the
term ™undead∫ to refer to such surviving cells and showed that at
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least one undead cell is sufficiently normal to be able to function
as a motor neuron and act in feeding behavior.[59]


These findings indicated that the activity of the gene ced-3 is
required for cells to die by programmed cell death. This
discovery was key, as it demonstrated that programmed cell
death requires the function of a specific gene and hence that
programmed cell death is an active biological process, analo-
gous to other fundamental biological processes, such as cell
division, cell migration, and cell differentiation. Based upon our
discovery of ced-3, we proposed our first draft of a genetic
pathway for programmed cell death: ced-3 acts to trigger
programmed cell death upstream of ced-1 and ced-2, which
control the engulfment of cell corpses and themselves act
upstream of nuc-1, which degrades the DNA in dying cells.[57]


The second killer gene, ced-4


In what I thought to be a completely unrelated line of study,
graduate student Carol Trent (Figure 10A) in my laboratory was
studying an aspect of C. elegans behavior: egg laying. (Our


Figure 10. A) Carol Trent. B) Nancy Tsung.


studies of the behavior of egg laying were begun as a
consequence of my having isolated egg-laying defective mu-
tants while seeking cell lineage mutants and finding that some
of the mutants were abnormal in egg laying despite being
normal in cell lineage and having a normal complement of the
cells used for egg laying.) Carol and technician Nancy Tsung
(Figure 10B) isolated and characterized a set of 145 mutants
defective in egg laying and found that one of these mutants is
egg-laying defective because it lacks the hermaphrodite-specific
neuron (HSN) motor neurons, which innervate the vulval
muscles and drive egg laying.[60] We named the gene defined
by this mutant egl-1, for egg-laying abnormal.


Why are the HSN neurons missing in egl-1 mutants? We
considered two possibilities. First, perhaps the HSN neurons are
never generated. Second, perhaps they are generated but once
generated they die. This latter alternative struck us as plausible,
because in his studies of the C. elegans cell lineage John Sulston
had found that in males the cells homologous to the HSN


neurons undergo programmed cell death.[4] We reasoned that if
in fact HSN neurons were dying by programmed cell death in
egl-1 hermaphrodites, then a ced-3 mutation, which blocks
programmed cell death, should block this HSN death and restore
both HSN neurons and egg laying to an egl-1 mutant. Hilary
tested this possibility by constructing a ced-3 ; egl-1 double
mutant. She found that indeed a mutation in ced-3 suppresses
the effects of the egl-1 mutation (Table 1). Thus, the absence of
HSN neurons in egl-1 mutant animals seemed likely to reflect a
defect in which the HSN neurons instead of surviving undergo
programmed cell death. John Sulston directly confirmed that
this was the case by examining the embryonic cell lineage of egl-
1 mutants.


This observation proved very useful, as it suggested a very
efficient approach for the isolation of more ced-3-like mutants:
look for mutations that suppress the egg-laying defect of egl-1
mutants. At least some such mutations should act by preventing
programmed cell death. Both Hilary Ellis and graduate student
Chand Desai (Figure 11) sought egl-1 suppressors. Chand's goal


Figure 11. Chand Desai.


was different from Hilary's, as Chand wanted mutations that
allowed egg laying in the absence of HSN neurons and thus
could define genes responsible for aspects of neuronal wiring.
Chand isolated a mutant that restored HSN neurons and proved
to be defective in a new gene with properties that Hilary showed
to be essentially identical to those of ced-3. We named this gene
ced-4 and added it to the genetic pathway for programmed cell
death.[58]


Table 1. A ced-3 mutation, which prevents programmed cell death, sup-
presses the effects of an egl-1 (gain-of-function) mutation.[a]


HSN present? Egg-laying
defective?


wild type yes no
egl-1 no yes
ced-3 ; egl-1 yes no


Adapted from ref. [58].
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Programmed cell death involves a process of cellular suicide


Graduate student Junying Yuan (Figure 12A) then asked wheth-
er the ced-3 and ced-4 killer genes act within the cells that die or
elsewhere in the body of the animal, for example to control


Figure 12. A) Junying Yuan. B) Shai Shaham.


humoral factors. To address this issue, she performed genetic
mosaic analyses, in which single animals have some cells that are
mutant (e.g. , lack ced-3 function) while others are wild-type (e.g. ,
have ced-3 function), and asked whether the genetic identity of a
cell that normally dies (ced-3(�) versus ced-3(�)) determines its
fate (programmed cell death versus survival). Junying's obser-
vations suggested that both ced-3 and ced-4 act within the dying
cells themselves.[61] These findings indicated that, to this extent
at least, programmed cell death is a process of cellular suicide.


Both CED-3 and CED-4 have human counterparts that
function in programmed cell death


Junying Yuan cloned the ced-4 gene and discovered that the
CED-4 protein was novel, that is, in its sequence unlike any other
protein known at the time.
We published a paper enti-
tled ™The Caenorhabditis ele-
gans Cell Death Gene ced-4
Encodes a Novel Protein and
is Expressed During the Pe-
riod of Extensive Program-
med Cell Death∫.[62] Some
years later, in 1997, a protein
similar to CED-4 was identi-
fied. The laboratory of Xiao-
dong Wang had character-
ized biochemically an in vi-
tro system for cell death and
identified a factor, which
they called Apaf-1 (apoptot-
ic protease activating fac-
tor), with a domain with
significant similarity to CED-
4.[63] Thus, the discovery of
Apaf-1 identified a pro-
apoptotic human protein
similar in both sequence


and function to the C. elegans programmed cell death killer
gene product CED-4.


Just after cloning ced-4 and five years before Apaf-1 was
identified, Junying Yuan also cloned the ced-3 gene and
characterized it molecularly in collaboration with graduate
student Shai Shaham (Figure 12B). ced-3, too, was novel, with
a sequence that did not match any sequence in the databases at
that time. However, we could not see publishing a paper with
the title ™Another C. elegans Cell Death Gene Encodes a Novel
Protein.∫ So we did not. Instead, we waited. Each day or two for
nearly two years, Shai searched the database, until finally there
was a hit (Figure 13).[64] The CED-3 protein is similar in sequence
to an enzyme that had been purified biochemically[65, 66] by two
pharmaceutical companies interested in human inflammatory
disease. This enzyme is the protease interleukin-1-�-converting
enzyme, or ICE, which converts the pro form of the cytokine
interleukin-1-� into the active molecule. CED-3 and ICE proved to
be the founding members of a family of cysteine proteases now
known as caspases.[67]


Based upon this finding and upon additional observations[68]


made by Ding Xue, a postdoctoral researcher in our laboratory, we
concluded that CED-3 functions to kill cells during programmed
cell death in C. elegans by acting as a cysteine protease. We
suggested that, given the existence of ICE, ICE or some other CED-
3/ICE-like cysteine proteases likely function in programmed cell
death inmammals. Junying Yuan, in research performed in her new
independent laboratory at the Massachusetts General Hospital,
provided support for this hypothesis in a paper[69] published back-
to-back with our joint paper reporting the similarity between CED-
3 and ICE. Extensive further support for the hypothesis that
caspases act in programmed cell death in mammals has been
provided by studies from many laboratories, which have identified
at least 14 mammalian caspases and shown that many function in
programmed cell death, for example refs. [67, 70]


Figure 13. Printout from the database search done by Shai Shaham on April 27, 1992, which revealed that CED-3 is similar to
the human protein interleukin-1-�-converting enzyme. The search was done by using the BLAST network service of the U.S.
National Center for Biotechnology Information.
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ced-9 protects cells against programmed cell death


To identify additional genes involved in C. elegans programmed
cell death, graduate student Ron Ellis (Figure 14A) focused on
one particular cell that undergoes programmed cell death, the


Figure 14. A) Ron Ellis. B) Michael Hengartner.


sister of the serotonergic neurosecretory motor (NSM) neuron in
the pharynx, the feeding organ. Ron used Nomarski optics to
seek mutants in which the NSM sister cell survives. He obtained
two classes of mutants:[1] mutants in which the NSM sister
survives but other dying cells still die, and[2] mutants in which not
only the NSM sisters but also all other dying cells instead survive.
The former set of mutants helped us begin to analyze how
specific cells decide whether to live or die.[71] Five of the six
mutants in the latter set were defective in ced-3 or ced-4.
However, one mutant in which there was no programmed cell
death was different, and defined a new gene. We named this
gene ced-9.[43]


Genetic studies of ced-9 by Ron Ellis and subsequently by
Michael Hengartner (Figure 14B), also a graduate student in my
laboratory, revealed that our original ced-9 mutation caused a
gain rather than a loss of ced-9 function and, furthermore, that a
loss of ced-9 function had the opposite effect.[43] Specifically,
whereas a mutation that results in a gain of ced-9 function
causes cells that should die by programmed cell death instead to
live, a mutation that results in a loss of ced-9 function causes cells
that should live to die by programmed cell death. These studies
indicated that ced-9 controls the decision between cell survival
and programmed cell death (Figure 15) and established that


Figure 15. ced-9 controls the life versus death decisions of cells in C. elegans.


unlike ced-3 and ced-4, which promote programmed cell death,
the gene ced-9 protects cells against programmed cell death.


Michael Hengartner cloned ced-9 and discovered[72] that it
encodes a protein with similarities to the product of the human
proto-oncogene Bcl-2 (B cell lymphoma), the misexpression of
which had been shown to cause follicular lymphoma[73±75] . Prior
studies of Bcl-2 had indicated that Bcl-2 could protect cells in the
mammalian immune system from undergoing apoptosis (for
example, see refs. [76, 77]). Thus, the molecularly similar genes
ced-9 and Bcl-2 can protect cells against programmed cell death
and apoptosis, respectively, which supports the idea that the
morphological changes of apoptosis are effected by the same
mechanisms as those responsible for programmed cell death.
Subsequent studies have revealed a family of CED-9/Bcl-2-like
proteins involved in programmed cell death in mammals (for
example, refs. [78, 79]).


The thrill of discovery and the path to scientific visibility


People sometimes ask, when does a scientist feel that ™aha!∫
thrill of discovery? In the case of our studies of programmed cell
death, my biggest thrill was probably on February 12, 1992
(Figure 16). That was the day that Michael Hengartner obtained


Figure 16. Fax sent to me on February 12, 1992, by Michael Hengartner
informing me that the sequence of CED-9 is similar to that of the human proto-
oncogene Bcl-2. Barbara Osborne, a fellow cell-death researcher, was a visiting
scientist in our laboratory on a sabbatical leave.


the CED-9 sequence, searched the database and found Bcl-2 at
the top of the similarity list. We immediately realized that the
pathway of cell-death genes we were studying in C. elegans was
very likely to be similar to the pathway that controls apoptosis/
programmed cell death in humans.


Publication dates can belie scientific history. We published the
similarity between CED-3 and ICE before we published the
similarity between CED-9 and Bcl-2. Yet our discovery of the
similarity between CED-3 and ICE was the later discovery, made
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on April 27, 1992. After the discovery of the similarity between
CED-9 and Bcl-2, I immediately and very broadly discussed this
finding. Bcl-2 was already of great interest in the field of
oncology. I believe that the fact that Bcl-2 proved to look like a
worm protein that antagonized programmed cell death helped
convince researchers that the function of Bcl-2 was to antago-
nize the cell death process. I also believe that this similarity made
the worm cell-death pathway suddenly a topic of major interest
in the biomedical community, as this pathway was no longer
simply an abstract formalism derived from complicated genetic
studies of a microscopic soil-dwelling roundworm but rather a
framework for a process fundamental to human biology and
human disease.


The back-to-back publication of the discoveries that CED-3
looks like a human protease[64] and that CED-3 expressed in
mammalian cells could induce those cells to undergo program-
med cell death[69] revealed for the first time a mechanistic basis
of the process of programmed cell death. This work also strongly
suggested that mammalian cells contain the machinery for
cellular suicide. The day these two papers were published
(November 19, 1993), I received telephone calls from scientists at
five pharmaceutical companies wanting to know how these
findings could best be used to help them develop novel drugs.
There was no question that the biomedical community had
become interested in C. elegans programmed cell death.


The core molecular genetic pathway for programmed cell
death


At about the time that we found the similarity between CED-9
and Bcl-2, David Vaux, working at Stanford University with Irv
Weissman and Stuart Kim, demonstrated that, when expressed
as a transgene in C. elegans, human Bcl-2 can protect against
programmed cell death in worms.[80] Michael Hengartner in my
laboratory confirmed this finding and further established that
human Bcl-2 can substitute for worm ced-9 in a ced-9 mutant.[72]


These observations strongly indicated that ced-9 and Bcl-2 act to
prevent programmed cell death by similar mechanisms and,
furthermore, since Bcl-2 can substitute for ced-9 in worms, that
ced-9 and Bcl-2 act in similar molecular genetic pathways.


By analyzing the genetic interactions among ced-9, ced-3, and
ced-4, Michael Hengartner and Shai Shaham helped define the
genetic pathway for the core, killing step of programmed cell
death in C. elegans : ced-3 kills ; ced-4 kills by promoting the killing
activity of ced-3 ; and ced-9 protects by preventing ced-4 from
promoting the killing activity of ced-3.[43, 81] This pathway raised
the question, what regulates ced-9? The answer proved to be the
gene egl-1, which I discussed above as the gene that can mutate
to cause the HSN motor neurons to undergo programmed cell
death. In a series of genetic studies, postdoctoral fellow Barbara
Conradt (Figure 17) discovered that the normal function of egl-1
is not specific to the HSN neurons but rather is needed for
essentially all programmed cell deaths, like ced-3 and ced-4.[82]


However, whereas ced-3 and ced-4 act downstream of ced-9, the
egl-1 gene acts upstream of ced-9. These findings suggest a
pathway in which egl-1 kills by preventing ced-9 from preventing
ced-4 from promoting the killing activity of ced-3. Barbara cloned


Figure 17. Barbara Conradt.


egl-1 and found that it encodes a small protein of 91 amino acids
with similarity to the so-called BH3-only members of the Bcl-2
family. She showed that the EGL-1 and CED-9 proteins interact
physically. A variety of studies, mostly by others, indicated that
the CED-9 and CED-4 proteins also interact physically, as do the
CED-4 and CED-3 proteins. Taken together, these observations
defined a molecular genetic pathway for programmed cell death
involving a cascade of protein interactions and a predicted
conservation with mammals (Figure 18).


Figure 18. Core molecular genetic pathway for programmed cell death in
C. elegans and the correspondence of the C. elegans gene products with
mammalian counterparts. � , positive interaction; , negative interaction.


The overall molecular genetic pathway for programmed cell
death in C. elegans


In further studies using similar approaches, we and others have
analyzed events both upstream and downstream of this core
pathway. Our current picture of the overall molecular genetic
pathway for programmed cell death in C. elegans is shown in
Figure 19. First, every cell in the animal must decide whether it is
to live or die by programmed cell death. We identified two of the
three genes known to be involved in this decision in a mutant
hunt related to our studies of the behavior of egg laying. We
knew that the neuromodulator serotonin was involved in egg
laying,[83] and graduate student Carol Trent and technician Nancy
Tsung sought mutants abnormal in the only serotonergic
neurons we knew about at that time, the NSM neurons in the
pharynx. Carol and Nancy identified two mutants that appeared
to have extra NSM neurons, and graduate student Ron Ellis
found that the extra NSM neurons in these mutants were
surviving NSM sister cells.[71] These mutants defined the genes
ces-1 and ces-2. Ron Ellis found two additional ces-1 mutants in
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the screen described above in which he looked directly for
mutants defective in the deaths of the NSM sister cells.[71] The
gene ces-2 encodes a transcription factor similar to the product
of the human proto-oncogene hepatic leukemia factor (HLF),
which has been implicated in acute lymphoblastic leukemia.[84]


The ces-2 gene directly represses the transcription of ces-1, which
encodes a transcription factor of the zinc finger family.[85] Based
on our studies of ces-2 and ces-1, both the oncogenic form of HLF
and the human CES-1 counterpart, SLUG, have been shown to
regulate programmed cell death in mammalian cells, which
suggests that these proteins act in acute lymphoblastic leukemia
through effects on programmed cell death.[86, 87]


The third gene we have shown to regulate cell-type specific
programmed cell death in C. elegans is tra-1.[88] The tra-1 gene,
like the ces-1 gene, encodes a Zn finger transcription factor ; the
TRA-1 protein is similar to members of the human GLI protein
family,[89] which has been implicated in glioblastoma[90] and also
in the developmental disorder Grieg cephalopolysyndactyly
syndrome.[91] The tra-1 gene controls sexual identity in C. ele-
gans ; the activity of tra-1 is regulated by the ratio of X
chromosomes to autosomes, so that it is active in hermaphro-
dites (XX) and inactive in males (X0) (for example, see ref. [92]).
Barbara Conradt discovered that tra-1 regulates the sexually
dimorphic programmed cell deaths of the HSN neurons (which
survive in hermaphrodites and die in males) by repressing the
transcripton of the egl-1 BH3-only killer gene.[88] Her findings
suggest that if egl-1 is expressed (as in males, which have low
TRA-1 repressor activity), the resulting EGL-1 protein binds to the
CED-9 protein, causing the activation of CED-4 and the
subsequent activation of CED-3, resulting in cell death. By
contrast, if egl-1 is repressed by TRA-1 (as in hermaphrodites),
HSN neurons survive. Our original egl-1 mutations, which result
in a gain rather than a loss of egl-1 gene activity, disrupt the TRA-


1 binding site of egl-1, causing egl-1 to be inappropriately
expressed and thus the HSN neurons to die in hermaphrodites.


Overall, our studies of the cell-type specific control of
programmed cell death indicate that the decision about whether
a given cell is to live or die is controlled by the actions of specific
transcription factors. This finding is consistent with our hypoth-
esis from many years ago that programmed cell death can be
regarded as a cell fate, since the expression of many cell fates is
specified by the actions of and interactions among particular
transcription factors.


The engulfment step of programmed cell death has proved to
involve at least seven genes that define two parallel and partially
redundant signal transduction pathways responsible for com-
munication between the cell that will die and the engulfing cell
(Figure 20).[55, 93±99] These two pathways act not only in the
recognition by engulfing cells of cells that are to die and in
controlling the cytoarchitectural changes necessary for the
process of phagocytosis, but also in the killing process itself.[100]


Finally, as shown by my graduate students Yi-Chun Wu and
Gillian Stanfield,[101] the DNA in cells undergoing programmed
cell death is degraded (in part) by the direct protein product of
the first cell-death gene ever identified, nuc-1.


As indicated in Figure 19, most and possibly all of the genes
involved in programmed cell death in C. elegans have human
counterparts, most of which have been implicated in program-
med cell death in humans and some of which have been
implicated in human disease. This pathway is clearly incomplete.
Unpublished studies by us and by others have identified a
number of additional genes with roles in programmed cell
death, and there are many aspects of the pathway that have not
been explored fully. There is still much to learn about both the
genetic pathway and the molecular mechanisms of program-
med cell death in C. elegans.


Figure 19. The overall molecular genetic pathway for programmed cell death in C. elegans.
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Figure 20. Model for the two signaling pathways that lead to cell-corpse
engulfment. Top: Genetic pathways. Bottom: Diagram of proposed molecular
pathways. See text for references containing further details.


Programmed cell death and human disease


As the understanding of programmed cell death in C. elegans
and in other organisms has progressed, more and more human
disorders have been shown to be, or at least strongly suspected
to be, caused by abnormalities in programmed cell death. The
relationship between programmed cell death and human
disease has been reviewed numerous times (for example,
refs. [102 ± 105]), and here I will note only that either too much
or too little cell death can cause disease. For example, the
neurodegenerative diseases–such as Alzheimer's Disease, Par-
kinson's Disease, Huntington's Disease and amyotrophic lateral
sclerosis (ALS)–all involve neuronal cell death. In each case,
specific classes of nerve cells die, which leads to the particular
clinical features of each of these neurologic disorders. One major
hypothesis today is that the nerve cell deaths in some of these
disorders are essentially ectopic programmed cell deaths, that is,
deaths that use the samemechanisms as those that occur during
normal development but that for some reason are caused to
occur at the wrong time, in the wrong place, or affecting the
wrong cell type. The evidence supporting this hypothesis varies
among the neurodegenerative disorders, and at present is
probably strongest for certain retinal degenerations (see, for
example, ref. [106]). Other disorders characterized by too much
cell death and that may well involve ectopic programmed cell
death include cerebral stroke, traumatic brain injury, AIDS,
myocardial infarction, congestive heart failure, acute liver injury,
and aplastic anemia.


Conversely, some human disorders involve too little cell death.
The number of cells in our bodies is defined by an equilibrium of
opposing forces: mitosis adds cells, while programmed cell
death removes them. Just as too much cell division can lead to a
pathological increase in cell number, so can too little cell death.


Certain cancers, including follicular lymphoma, which can be
caused by the misexpression in B cells of the ced-9-like proto-
oncogene Bcl-2,[77, 107] are clearly a consequence of too little
programmed cell death. It may well be that most cancers involve
a misregulation of programmed cell death. Similarly, the clinical
features of certain autoimmune diseases and viral infections are
consequences of too little programmed cell death.


Because of the relationship between programmed cell death
and human disease, the identification of the genes and proteins
that function in the process of programmed cell death has
provided new targets for possible intervention in a broad
diversity of disorders. My dream is that the pathway we have
identified for programmed cell death in C. elegans will help lead
to better diagnostics, treatments, and cures for some of these
diseases responsible for so much human suffering.


The principle of biological universality


One point that emerges from the studies of programmed cell
death in C. elegans and other organisms is the striking similarity
of genes and gene pathways among organisms that are as
superficially distinct as worms and humans. Many studies over
the past 10 or so years involving C. elegans, yeast, the fruit fly
Drosophila melanogaster, and other simple organisms have
repeatedly led to analogous findings concerning evolutionary
conservation and have established one of the most striking
themes of modern molecular biology. I like to refer to this theme
as, ™the principle of biological universality,∫ and it underlies my
strong conviction that the rigorous, detailed, and analytic study
of the biology of any organism is likely to lead to findings of
importance in the understanding of other organisms, including
ourselves.
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do science. I thank my colleagues at MIT, who have provided a
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Boris Magasanik, Gene Brown, Maury Fox, Richard Hynes, Phil
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Stem cells have long been regarded as a
pool of undifferentiated cells that have
the potential to proliferate, self-renew,
and produce a variety of differentiated
progeny, which gives them the capacity
to regenerate several types of tissue. The
classical paradigm describes unidirection-
al, hierarchical lineage proceedings, which
follow step-wise differentiation of totipo-
tent or pluripotent stem cells through
intermediate, more restricted progenitor
cells, and finally to differentiated cells. A
long-accepted tenet of stem cell biology
proposed a model in which only embry-
onic stem cells (ESC) are pluripotent and
able to differentiate into several lineages
of progeny, whereas adult stem cells are
restricted in their differentiative potential
to the tissue in which they reside. How-
ever, a recent series of studies has chal-
lenged these fundamental concepts by
suggesting that stem cells derived from
adult tissues can differentiate outside
their tissue of origin. Thus stem cells from
the blood system, termed hematopoietic
stem cells (HSC), were suggested to be
capable of producing mature liver cells,
muscle tissue, or even neurons. Likewise,
central nervous system stem cells or
muscle stem cells have been considered
capable of generating mature blood cell
(MBC) populations.[1] The ability of tissue-


specific stem cells to acquire the fate of
cell types different from that in the tissue
of origin has been termed adult stem cell
plasticity.[2] These reports have generated
considerable excitement since this dis-
covery has raised the therapeutic possi-
bility of using these stem cells for tissue
repair and regeneration. Several mecha-
nisms, all supported by published data,
may underlie this apparent plasticity. It
still remains unclear if multiple tissue-
specific stem cells with different potential
to differentiate coexist, or whether plasti-
city is the result of fusion of a donor cell
with resident cells in an organ.[3, 4] Further
models propose de- and redifferentiation
(transdifferentiation)[5] of cells or the per-
sistence of true multi- or pluripotent stem
cells in postnatal life.[6] Nevertheless, little
is known about the cellular and molecular
prerequisites. Some doubts have even
emerged about the biological significance
of transdifferentiation, fusion, or finally
adult stem cell plasticity. While Weissman
and colleagues have reported failure
to replicate transdifferentiation experi-
ments,[7] Ihor Lemischka stressed the need
for stronger evidence for adult stem cell
plasticity and experimental rigor and
caution.[8] In his opinion, the traditional
paradigms should still not be abandoned.
Moreover, the models are in need of
mechanistic explanation. He claims that
stem cell plasticity will most likely be
directed by cell-autonomous mecha-
nisms mediated by the panel of gene
products expressed in stem cells. Since
little is known about genetic programs in
stem cells, it is necessary to identify the
complete gene expression profiles that
define all kinds of stem cells. There are


still many open questions, such as, what
are the mechanisms that regulate the
fundamental decision that certain types
of stem cells have to make, that is,
whether to self-renew, or to make a
commitment to a pathway of differentia-
tion to produce a large population of
mature cells? In the last few months, a
tremendous step forward has been made
by several groups towards answering this
kind of question. By using high-through-
put screening, the studies have applied
one of the most powerful techniques of
modern molecular biology to a question
that has largely resisted investigation up
until now. A series of publications that
have revolutionized the field started last
year with the Science paper, ™A Stem Cell
Molecular Signature∫, by Lemischka and
co-workers, who determined the global
gene expression profiles for mouse and
human hematopoietic stem cells and
other stages of the hematopoietic hier-
archy.[9] This series is now climaxing with
the first discoveries of several key players
in the process of stem cell self-renewal in
normal hematopoiesis and human leuke-
mia.[10±12]


Since hematopoietic stem cells are so
far the best-characterized stem cells, they
were used as prototypes for these genetic
profiling studies. These cells are defined
by their tremendous ability to self-renew
and differentiate into all types of mature
blood cells. Continuous replacement of
the mature cell populations is dictated by
their limited lifetime. To cover the daily
demands, the rate of mature blood cell
production has to be very high. In hu-
mans, many billions of new cells are
produced per day.[13] Stem cells from the
hematopoietic system originate in the
midgestation fetal liver. From the liver,
these cells migrate into the bone marrow,
where they reside to contribute to mature
blood cells throughout adult life. This is
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where the decision between self-renewal
and commitment to differentiation finally
takes place. The hematopoietic system is
organized in a hierarchy. Stem cells follow
a differentiation pathway from long-term
functional hematopoietic stem cells,
which are absolutely essential for the
renewal of the whole hematopoietic sys-
tem, through short-term functional he-
matopoietic stem cells, which still show
some self-renewing ability and thus can
differentiate to form lineage-committed
progenitors, and further to produce ma-
ture blood cells (Figure 1A). In many
cases, these progenitor cells are still
multipotential cells in terms of their
differentiation capacities but have signifi-
cantly reduced self-renewal ability. A
hematopoietic stem cell not only gives
rise to billions of mature blood cells but
also to further copies of the stem cell that
will proceed to differentiate later in life.
An additional feature of the hematopoiet-


ic stem/progenitor hierarchy is that pro-
genitor cell numbers are directly corre-
lated with the degree of commitment of
the cells. Mice stem cells divide at least
once during a period of 3 ± 4 weeks, which
suggests that all stem cells participate in
steady-state blood cell production. In
young mice, only 10% of the LT-HSCs
enter the cell cycle each day. When more
hematopoietic stem cells differentiate in-
to multipotent progenitors their number
in the cell cycle increases until almost all
cells are in cycle in old adult mice. The
decisions whether, when, and how to
differentiate are supposed to be mediated
by certain gene products, most likely
regulatory molecules, that are preferen-
tially expressed in the stem cell itself.
Lemischka and co-workers have defi-


nitely taken a major step toward identify-
ing the ™genetic blueprint∫ or the ™molec-
ular signature∫ of stem cells.[9, 14] When
analyzing several kinds of stem cells be-


side those of the blood, including embry-
onic stem cells and those of the nervous
system, they identified a core set of genes
that is shared by all of these cells. In a
second comprehensive study they com-
pared the molecular profile of a fetal
hematopoietic stem cell to that of its
adult counterpart and asked: 1) which
part of the entire genetic program of a
mouse is turned on in each of the differ-
ent populations of hematopoietic stem
cells, primarily in long-term repopulating
cells (LT-HSC) and secondarily in various,
putatively distinct stages of the hemato-
poietic developmental hierarchy (ST-HSC
and LCP)? and 2) which genes are respon-
sible for the unique properties of these
cells?
To isolate and enrich different types of


stem cells, Lemischka and co-workers
performed a selective depletion of the
tissue by sequential cell sorting based on
surface antigen markers specific to each


Figure 1. A) Scheme of the hematopoietic and leukemic stem cell hierarchy. Long-term repopulation hematopoietic stem cells (LT-HSC) as well as leukemic stem cells (L-
HSC) are characterized by their high capacity to self-renew, whereas all differentiated stem cells, such as the short-term hematopoietic stem cells (ST-HSC), the
multipotent progenitors (MPP), and the lineage-committed progenitors (LCP) are restricted in their self-renewal abilities. Only some of the mature blood cells (MBC),
which are generated from LCPs, are listed in this scheme. B) Flowchart of stem cell isolation from adult bone marrow by FACS Sorting using stem-cell-specific surface
markers. Important antigenic markers are Sca-1 (stem cell antigen) and the c-Kit tyrosine kinase receptor. Sorting of fetal-liver stem cells benefits from their expression of
the AA4 antigen, and bone marrow stem cells have been shown to take up the dye Rhodamine-123 rather poorly (Rholow).
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stem cell population (Figure 1B). Gene
expression (complementary DNA) libraries
were prepared by reverse transcription
and linear amplification of all mRNAs from
fetal murine liver and from the other
murine and human tissues mentioned
above. These libraries were hybridized
with Affymetrix oligonucleotide arrays,
which so far allow screening of about
80% of HSC-related gene products (Fig-
ure 2). The approach is far more compre-
hensive than the common methods,


which usually rely on gene mutations in
patients or animals with stem cell disor-
ders.
Simultaneously with Douglas Melton


and co-workers at Harvard, who publish-
ed their study on the molecular finger-
print of hematopoietic stem cells in the
same Science issue,[15] Lemischka and co-
workers identified more than 4000 genes
that are upregulated specifically in stem
cells. After sophisticated bioinformatic
analysis and comparison of the hybrid-


ization profiles, these genes were as-
signed to distinct clusters according to
their expression patterns within the hem-
atopoietic hierarchy. By using this kind of
DNA microchip technology it was possi-
ble to identify virtually all of the different
possible combinations and overlaps of
genetic expression upregulated products.
The products of several hundred differ-
entially expressed genes were assigned to
a putative function, mostly as regulatory
molecules like transcription factors, DNA
binding proteins, and cell surface mole-
cules. In addition, Lemischka and co-
workers uncovered a lot of potentially
regulatory molecules that communicate
signals from the outside of the cell to the
inside, including many molecules in-
volved in known signal transduction path-
ways (Figure 2). Since many of the signals
are secretory molecules from the sur-
rounding mature cells, one might expect
that they are the key players that mediate
the decision for commitment or self-
renewal. Nevertheless, the majority of
genes have not been described previously
and their potential roles as candidate
players for stem cell biology have still to
be determined.
About 56% of the genes were previ-


ously identified by a different screening
strategy for hematopoietic stem cell spe-
cific gene products, which is strong
evidence for their functionality in stem
cell biology.[14] Comparison of fetal versus
adult hematopoietic stem cells revealed
more than a 70% overlap of the genetic
fingerprint. However, the largest discrep-
ancy is found by comparison of cell-cycle-
related genes. It looks like fetal stem cells
specifically express more than 30% addi-
tional genes grouped into this category.
Despite the enormous overlap, one still
has to unravel the function of these genes
before one can start to talk about the
equivalence of adult versus fetal or em-
bryonic stem cells. The same kind of
analysis was done to compare human
and mouse fetal hematopoietic stem cells.
One could argue that there is no need to
work with human embryonic stem cells
when the mouse, in terms of the hema-
topoietic system, shows the same genetic
background or properties. Moreover, eth-
ical considerations make one hesitate to
use human embryos for stem cell re-
search. Surprisingly, only 39% of the


Figure 2. Flowchart depicting the large-scale genetic profiling of hematopoietic stem cells. Microarray
sequence results were evaluated for their encoding open reading frames (ORFs) and were stored in an
annotated database. Novel ORFs were analyzed for protein motifs and both novel and known ORFs were
assigned to a putative function. The pie diagram shows the categorization of the informative sequences by
their putative function. SCDb, Princeton Stem Cell Database; dbEST, database of expressed sequence tags.
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human homologues to the murine hem-
atopoietic stem cell related genes were
enriched in human cells. These genes
might be responsible for the regulatory
aspects of human and mouse, whereas
the remaining 60% are probably unique
to the mouse system. As a result of these
observations, research on human stem
cells is far from becoming obsolete. The
most remarkable result however is the
fact that only 283 genes are shared by all
analyzed types of stem cells, such as
hematopoietic, neural, and embryonic
cells (Figure 3). This common genetic
profile, which seems to give stem cells


their unique properties, is termed the
™stem cell molecular signature∫ (Lemisch-
ka) or ™stemness∫ (Melton). The big chal-
lenge is now to assemble these compre-
hensive genetic programs into complex
regulatory pathways and functional net-
works. Rather the similarities than the
differences in these programs need to be
understood to explain the properties that
define a stem cell.
Nevertheless, understanding stem cells


will not give the answers to all questions.
What is at least as important is the local
microenvironment, which influences their
fate. In this context, one also has to
consider the role of the surrounding
tissue, which communicates with the
different populations of stem cell by
secretion of signaling molecules. The
composition of these molecules allows
the cells to make decisions about whether
to differentiate, to self-renew, or even to
become a certain type of stem cell such as


hematopoietic or neural. Another Prince-
ton group led by Kateri Moore focused on
stem cell surrounding cells, known as the
stem cell microenvironment. They ana-
lyzed more than 200 cell lines derived
from mouse fetal liver and documented
the activity of more than 4000 genes in
the stem cell supportive cells, but not in
the others.[16] By combining these two
complementary approaches, the analysis
of gene expression profiles of the stem
cells and the supportive cells will help to
unravel the mysteries of how stem cells
behave and what influences plasticity.
However, it will take a lot of interactive


experiments to uncover
the function of each
gene and its role in
regulatory pathways.
Most of the genetic


information that Le-
mischka and co-work-
ers have collected is
published online in the
Princeton Stem Cell Da-
tabase (SCDb) as an
interactive web re-
source[17] . This database
is freely available to
anyone in the scientific
community and covers
various types of analyt-
ical tools to look up the
properties of each stem


cell or microenvironment-specific gene
product. The classification of proteins into
functional groups was done by homology
comparisons with a wide variety of pro-
tein families. The decision as to whether a
clone is a novel homologue of a known
protein or a novel member of a particular
protein family depends on the degree of
homology outside the conserved protein
motifs.
In the meantime, many groups have


used these data or started their own high-
throughput genetic profiling analyses to
find genes involved either in blood stem
cell differentiation and self-renewal or in
certain types of cancer such as leukemia
or breast cancer, which are now thought
to be stem-cell related. Therefore, under-
standing the factors that regulate be-
tween self-renewal and differentiation
means getting new evidence about the
proliferation of cancer, where self-renewal
is assumed to get out of control. Very


recently, some factors that influence self-
renewal not only in embryonic develop-
ment but also in mature tissue have been
found.[11, 12, 18, 19] These include either fac-
tors from the microenvironment that can
act on the gene expression in stem cells,
such as the Wnt proteins,[18, 19] Sonic
hedgehog,[20] and proteins of the notch
family,[21] or genes in the stem cell itself
like Bmi-1.[11, 12] In contrast to most of the
other growth factors that have been used
so far in adult hematopoietic stem cell
culture, Wnt proteins can induce unlim-
ited expansion and prevent differentia-
tion, an effect which was also observed on
stem cells of other origin, such as the
skin,[22] the gut,[23, 24] and the brain.[25] This
discovery is expected to revolutionize
adult stem cell biology since the low
self-renewal rate of adult stem cells
hinders research and their application in
therapeutic approaches. An understand-
ing of the mechanism underlying self-
renewal would possibly allow expansion
of adult stem cells, which would make the
use of embryonic stem cells unnecessary.
Surprisingly, Lemischka and co-workers


did not pick up Bmi-1, a proto-oncogene
that is highly expressed in hematopoietic
stem cells and was very recently shown to
be responsible for stem-cell renewal in
the stem cell itself. This candidate gene
was found in another genetic profiling
screen performed by Clarke and co-work-
ers,[12, 26] which shows that the data set of
one screen is far from being complete.
Simultaneously to Lessard and Sauva-
geau,[11] Clarke and co-workers found that
in Bmi-1 deficient mice, hematopoietic
stem cells differentiate but do not self-
renew. By transplanting stem cells from
these mice into wild-type mice they could
detect a normal pattern of blood cells
derived from Bmi-1 deficient stem cells,
but their presence was only temporary
because of an inability to maintain the LT-
HSC population. Moreover, Sauvageau
and co-workers showed that Bmi-1 plays
an important role in certain types of
leukemia, such as acute myeloid leuke-
mia. Although leukemia is the most
common malignancy in children aged 15
years and younger, most cases of leuke-
mia are diagnosed in adults, which gives
rise to the speculation that leukemia is a
cancer that correlates with the remaining
number of self-renewing stem cells.[27] It


Figure 3. Venn diagrams of the two large-scale microarray hybridization
approaches published in Science: A) Lemischka and co-workers, B) Melton
and co-workers.[9, 15] These diagrams illustrate the overlapping gene
expression profiles in hematopoietic (HSC), neural (NSC), and embryonic
stem cells (ESC) obtained by the two groups.
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has been proposed that the initial, cancer-
causing mutations in leukemia, which
often originate after exposure to chemo-
therapy, radiation, solvents, or alkylating
agents, occur in the hematopoietic stem
cell population rather than in mature cells,
which leads to leukemic hematopoietic
stem cells that still retain remnants of the
normal stem cell properties (Figure 1A).
Differentiation of this rare L-HSC popula-
tion to generate mature leukemic cells
then follows a similar hierarchy to that of
normal blood cells.[27] Since self-renewal
and differentiation is out of balance in
leukemic cells, L-HSCs can even overgrow
normal hematopoietic stem cells. As a
result, fewer mutations would be required
to generate fully leukemic cells if they
originated from primitive stem cells as
opposed to progenitors or mature cells.
Lessard and Sauvageau showed with their
transplantation assays with Bmi-1 defi-
cient mice that Bmi-1 is not necessary for
the onset and progress of leukemia but is
absolutely essential for the maintenance
and self-renewal of this rare population of
leukemic stem cells, which expand and
replenish the tumor. L-HSCs lacking Bmi-1
can still give rise to many mature leuke-
mic blood cells but fail to renew them-
selves, which leads to a depletion of the
leukemia-replenishing stem cell pool.
These and other recently published data
support the model in which the cellular
targets for transformation reside neither
in the lineage-committed progenitors nor
in the mature blood cells but in the most
primitive stem cells. Heterogeneity of
symptoms or the progression observed
in human leukemia supposedly depends
on the direct influence of the microenvir-
onment.[28] Similar results were observed
in studies on breast cancer. There are first
hints that the solid tumors of breast
cancer may be initiated by transforma-
tions in mammary gland stem cells that
lead to breast cancer stem cells that
follow a similar hierarchical differentiation
to that of normal blood cells to produce
the mature breast cancer tumor cells.[29]


Despite the stunning characterization
of these genes involved in stem cell
renewal, there are still a huge number of
genes that appear to be common to or
differentially expressed in different stem


cell populations; such differential expres-
sion on single stem cell clones has not
been validated so far. The group of Harvey
Lodish at the Whitehead Institute in Cam-
bridge even claims that no applicable
markers have resulted from these screens
that could be used to ensure the purifi-
cation of a certain stem cell subpopula-
tion, such as long-term repopulating
hematopoietic stem cells.[30] The genetic
screens have yet to be completed so
finding surface markers is still not becom-
ing obsolescent. Purification of single
stem cells from tissue and their clonal
proliferation is still the best way to finally
analyze stem cell plasticity, especially
when one looks at bone-marrow-derived
stem cells, which have often been ob-
served to be contaminated with cells that
came from somewhere else.
In addition, there is still an enormous


amount of work to be done in terms of
the functional biology of the stem cell
genes. We are still far away from address-
ing this issue and even further away from
the conclusion that fetal and adult cells
share equivalent properties and are clin-
ically compatible. Gene expression profil-
ing is only the beginning, but combined
with proteomics and histochemical stain-
ing it will ultimately lead to the unravel-
ling of multiple pathways and networks in
stem cell biology. This approach will
certainly offer scientists a powerful re-
source for understanding some of the
stem-cell-related diseases and will be-
come a basis for new experiments on
the therapeutic application of stem cells,
such as clonal proliferation of purified
stem cells, tissue replacement, in vivo
transplantation, or gene therapy.
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The involvement of enzymes in the catal-
ysis of Diels ±Alder reactions to form six-
membered rings from an alkene and a 1,3-
diene has been postulated for over a
hundred natural products.[1] However, to
date direct evidence from biosynthetic
studies with purified or partially purified
enzymes is provided for only three dis-
tinct naturally occurring Diels ±Alder re-
actions.[2] Now the quest for natural
Diels ±Alderases has resulted in the eluci-
dation of the first crystal structure of such
an enzyme, which gives mechanistic in-


sight into the formation of macrophomic
acid (5).[3] In the presence of the 2-pyrone
1 and oxalacetate 2, macrophomate syn-
thase from the phytopathogenic fungus
Macrophoma commelinae catalyses the


formation of the aromatic metabolite
macrophomic acid (5 ; Scheme 1). The
complex transformation involves two car-
bon�carbon bond formations, two decar-
boxylations and a dehydration step.


This formation of a benzoic acid deriv-
ative is exceptional since it does not
follow common routes like the shikimate
or the polyketide pathway. A series of
biosynthetic studies have revealed how
macrophomate synthase, an enzyme with
a molecular weight of 36 kDa,[4] catalyses
this reaction. Two different pathways


towards macrophomic acid (5) have been
discussed, namely a route involving a
stepwise carbon�carbon bond formation
by a Michael-aldol sequence[5, 6] and a
transformation by a Diels ±Alder reac-
tion[7] with concerted formation of the
two carbon�carbon bonds. In a series of
studies using substrate analogues[6, 8, 9]


and bicyclic inhibitors[10] the evidence
for the involvement of such a pericyclic
reaction has been accumulated but only
recently have the structural details of
the Diels ±Alderase been unravelled by


Ose et al.[3] These researchers reported the
1.7-ä crystal structure of macrophomate
synthase in complex with pyruvate. The
provided structural model consists of 299
residues; the missing 40 residues do not
contribute to catalytic activity, as was
shown with deletion mutants. Macropho-
mate synthase was crystallised in the
presence of pyruvate and Mg2� ions,
which are essential for catalytic activity,
and the protomer structure is shown in
Figure 1a. The hexameric protein is asso-
ciated by intense hydrophobic interac-
tions.[3]


The active site is located at the C termi-
nus of an eight-stranded � barrel, which is
covered by a long loop from the three-
fold-related chain. In this site, a Mg2� ion is
octahedrally coordinated by two carboxy


oxygen atoms from amino acid side
chains, two water molecules and the C1
carboxy and C2 carbonyl oxygen atoms
from the cocrystallised pyruvate (Fig-
ure 1b). With this coordination and addi-
tional interactions with amino acid side
chains, pyruvate is tightly held above a
hydrophobic space where the 2-pyrone 1
can bind as a second substrate. This
association is shown in the model for
the early transition state of the Diels ±
Alder reaction (Figure 1c). A mechanistic
proposal for the multistep conversion can
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Scheme 1. Possible pathways for the formation of macrophomic acid (5) from oxalacetate (2) and the pyrone 1. Upper path: a stepwise formation of the
carbon�carbon bonds by a Michael-aldol sequence; lower path: concerted bond formation through [4�2] cycloaddition.
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be deducted from this arrangement. Ini-
tial decarboxylation of oxalacetate 2 is
promoted by the Lewis acidity of the
magnesium ion which also stabilises the
formed enolate (Step 1, Scheme 2). This
complex undergoes reaction with the
2-pyrone 1, which is fixed in place by
two hydrogen bonds and shielded from
water by a flexible hydrophobic loop
(Step 2, Scheme 2).


These two hydrogen-bonding groups
not only act as residues that provide the
appropriate orientation for the [4�2]
cycloaddition, but also act as electron-
withdrawing groups and increase the
reactivity of the pyrone 1 in the inverse
electron demand Diels ±Alder reaction.
The modelled position of the pyrone 1 is
also confirmed by previous transforma-
tions with modified pyrone substrates of


different spatial requirements.[8] The bicy-
clic product 4 can still be hosted by the
large cavity of the active site and the final
steps towards macrophomic acid (5) that
prevent product inhibition after the cyclo-
addition happen without reorientation.
Anti elimination of water and decarbox-
ylation thus occur in association with
Mg2� (Step 3, Scheme 2). These two trans-
formations are rate-limiting in the forma-
tion of macrophomic acid 5.[6] This proc-
ess might be attributed to the unfavour-
able intramolecular deprotonation of the
pro-R hydrogen with the Mg2�-com-
plexed carboxy group (Scheme 2). Two
mutants with Arg101 and Tyr169, which
are supposed to bind the pyrone 1,
replaced by serine and phenylalanine,
respectively, confirm this mechanistic pro-
posal. In both cases the decarboxylase
activity towards oxalacetate 2 is still
present, while the Diels ±Alder product
formation is strongly inhibited.


Macrophomate synthase thus does not
exclusively catalyse the Diels ±Alder car-
bon�carbon bond formation, but also a
preceding reaction that forces the educts
into a reactive conformation. The enzyme
therefore acts both as a producer of a
reactive substrate and as an entropy trap
for the [4�2] cycloaddition. Interestingly,
the two other investigated Diels ±Alder-
ases also catalyse a transformation pre-
ceding the actual pericyclic reaction.[2]


The promotion of pericylic reactions by
enzymes has been studied in most detail


Figure 1. a) Crystal structure of the macrophomate synthase protomer showing an �-helix swapped (�/�)8 barrel fold. The red �8 helix belongs to the neighbouring
protomer. b) Active site view showing Mg2� ion coordination. c) Proposed model for the very early transition state of the Diels ± Alder reaction after decarboxylation of
oxalacetate. Reproduced from ref. [3] with permission from Nature Publishing Group.


Scheme 2. Involvement of the identified catalytic residues in the acceleration of macrophomic acid (5)
formation.
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for the Cope rearrangement of choris-
mate to prephenate, which is catalysed by
chorismate mutases. In this case, detailed
studies of the active sites have led to the
mechanistic proposal that the enzymes
stabilise a chairlike transition state by
electrostatic and hydrogen bonding and
thus reduce the influence of the activa-
tion entropy.[11] This seems also to be the
case for the enzymatically promoted
Diels ±Alder reaction.


Calculations as well as work with mu-
tants and inhibitors will have to clarify to
what extent the Diels ±Alder reaction in
the enzyme active site of macrophomate
synthase does indeed follow a concerted
[4�2] cycloaddition pathway. The crystal


structure now provides the basis for these
investigations on how nature promotes
the unusual transformation and adds to
our sparse knowledge of enzymatically
catalysed pericyclic reactions.
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Alteration of the substrate specificity of thiamin diphosphate
(ThDP)-dependent benzoylformate decarboxylase (BFD) by error-
prone PCR is described. Two mutant enzymes, L476Q and M365L-
L461S, were identified that accept ortho-substituted benzaldehyde
derivatives as donor substrates, which leads to the formation of
2-hydroxy ketones. Both variants, L476Q and M365L-L461S,
selectively catalyze the formation of enantiopure (S)-2-hydroxy-1-
(2-methylphenyl)propan-1-one with excellent yields, a reaction
which is only poorly catalyzed by the wild-type enzyme. Different
ortho-substituted benzaldehyde derivatives, such as 2-chloro-,
2-methoxy-, or 2-bromobenzaldehyde are accepted as donor


substrates by both BFD variants as well and conversion with
acetaldehyde resulted in the corresponding (S)-2-hydroxy-1-phenyl-
propan-1-one derivatives. As deduced from modeling studies based
on the 3D structure of wild-type BFD, reduction of the side chain
size at position L461 probably results in an enlarged substrate
binding site and facilitates the initial binding of ortho-substituted
benzaldehyde derivatives to the cofactor ThDP.


KEYWORDS:


asymmetric synthesis ¥ directed evolution ¥ enzyme catalysis
¥ hydroxy ketones ¥ protein engineering


Introduction


Biocatalysis is an important option when facing the challenge of
producing single enantiomers.[1±3] However, as a result of their
natural function, many enzymes have a narrow substrate
specificity. Protein engineering is a promising approach to
generate proteins with new or improved properties. These
modified biocatalysts can be obtained by using rational or
random strategies. The latter approaches have the advantage
that a detailed knowledge about the relationship between
molecular structure and function is not required. Various
methods have been developed to randomly mutagenize a gene
encoding an enzyme.[4] Every protein can be evolved without
any knowledge of its structure by performing a functional
screening or selection.[5] It has been demonstrated that directed
evolution can lead to enzymes with thermal stability,[6, 7] organic
solvent resistance,[8±10] inverted enantioselectivity,[11±13] and new
substrate specificity.[14±16]


Thiamin diphosphate (ThDP)-dependent benzoylformate de-
carboxylase (BFD, E.C. 4.1.1.7) from Pseudomonas putida is an
efficient catalyst for the enantioselective formation of 2-hydroxy
ketones.[17, 18] Like other members of the family of ThDP-
dependent decarboxylases,[19] BFD is able to catalyze this
acyloin-type condensation as a side reaction, while the main
reaction is the nonoxidative decarboxylation of benzoylformate.
BFD has been used as a catalyst for the enantioselective
formation of (S)-2-hydroxy-1-phenylpropan-1-one ((S)-2-HPP,
2a, structure as for 2b with R�H, see Scheme 1) from
benzaldehyde and acetaldehyde, as well as for the formation
of (R)-benzoin from two molecules of benzaldehyde.[17, 20]


Scheme 1. A) Product of the carboligation of ortho-methylbenzaldehyde and
acetaldehyde mediated by the BFD variants; B) carboligation of two molecules of
ortho-methylbenzaldehyde to form (R)-2,2�-dimethylbenzoin cannot be per-
formed by using the BFD variants L476Q or M365L-L461S. a) BFD variant, KPi
buffer (pH 7.0), Mg2�, ThDP, 20% DMSO, 30 �C. KPi, potassium phosphate; DMSO,
dimethylsulfoxide.
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Advantageously, aldehydes can be used without previous
decarboxylation of the corresponding 2-keto acids.[21] We have
previously reported that BFD catalyzes the ligation of a broad
range of different aromatic, heteroaromatic, and even cyclic
aliphatic and conjugated olefinic aldehydes as acyl donors to
acetaldehyde, which acts as the acyl acceptor.[17, 18, 22] The best
results with respect to the enantiomeric excess (ee) of the
resulting 2-hydroxy ketones were obtained with meta- and para-
substituted benzaldehydes. ortho-Substituted benzaldehyde
derivatives, except 2-fluorobenzaldehyde, are only poorly ac-
cepted as donor substrates by the wild-type enzyme, probably
because of steric hindrance.


In contrast to BFD, benzaldehyde lyase (BAL, E.C. 4.1.2.38) from
Ps. fluorescens, another ThDP-dependent enzyme, accepts aro-
matic aldehydes substituted in the ortho-posititon and reaction
leads to the formation of (R)-o-2-HPP analogues when these
aldehydes are converted with acetaldehyde.[23] By using these
two enantiocomplementary enzymes most 2-HPP analogues
except ortho-substitued (S)-2-HPP derivatives can be synthesized
in either enantiomeric form.


While BFD variants that enable access to ortho-di-substituted
benzoins could not be identified, we found two variants that
accept ortho-substituted benzaldehyde derivatives as acyl
donors, which results in the enantioselective formation of
ortho-substituted (S)-2-HPP derivatives in good yields on an
analytical and a preparative scale.


Results


Screening of a BFD random mutagenesis library


We used the polymerase chain reaction (PCR) to perform an
error-prone mutagenesis based on the wild-type BFD gene with
a C-terminal hexahistidine tail. In order to identify carboligase-
active clones, 4�103 clones were screened with the substrates
benzaldehyde and acetaldehyde by using a colorimetric assay,
which is based on the potential of the formed 2-hydroxy ketones
to reduce 2,3,5-triphenyltetrazolium chloride to the intense-red-
colored formazane.[8, 24] 50% of the clones tested showed
carboligation activity in the range of that of the wild-type
enzyme. Sequencing of ten randomly picked clones of the library
revealed 1 to 3 random point mutations per 1.6 kb gene. Those
clones that showed carboligation activity were rescreened with
ortho-methyl-benzaldehyde as a substrate. Carboligation of this


aldehyde should lead to the ortho-di-substituted benzoin 3
(Scheme 1B), a reaction which is not performed by the wild-type
enzyme.


Screening of the BFD random mutagenesis library resulted in
the identification of two clones that induce the development of
the red color indicating the presence of a 2-hydroxy ketone.
Sequencing of the mutated BFD genes showed that one mutant
contained one base substitution leading to the amino acid
exchange L476Q, whilst the other mutant contained three base
substitutions resulting in two amino acid exchanges M365L-
L461S and one silent mutation (CTT�CTC, L511). Both mutants
were expressed in Escherichia coli SG 13009 and the enzymes
were purified by metal chelate affinity chromatography.


Characterization of the BFD variants L476Q and M365L-L461S


Remarkably, the variant L476Q had also been identified in a
screening of a BFD random library for improved carboligation
activity in the presence of water-miscible organic solvents[8] and
was characterized in detail. With acetaldehyde and benzalde-
hyde as substrates this variant showed a fourfold higher
carboligation activity in the absence of DMSO and a fivefold
higher carboligation activity in the presence of DMSO, compared
to the wild-type enzyme (Table 1). The variant M365L-L461S
retained only 9% of the wild-type BFD carboligase activity.


Suprisingly, the mutations positively effect the enantioselec-
tivity with respect to the product (S)-2-HPP (2a), as both
catalysts are more stereoselective than the wild-type enzyme
(Table 1). The catalytic parameters of variant L476Q concerning
decarboxylation of benzoylformate are very similar to those of
the wild-type enzyme, whereas the catalytic activity of the
double mutant M365L-L461S is decreased to about 3% of the
wild-type activity, with a tenfold higher Km value and an increase
in the Ki value (substrate inhibition constant).


Although the screening was performed with ortho-methyl-
benzaldehyde (1b) as the only substrate, no benzoin 3 was
detected when carboligation was performed in the presence of
both purified BFD variants. However, quantitative formation of
enantiopure (S)-2-hydroxy-1-(2-methylphenyl)-propanone ((S)-o-
Me-2-HPP, 2b) was observed when excess acetaldehyde was
added [Scheme 1A]. These results indicate that both BFD
variants are able to accept ortho-methylbenzaldehyde (1b) as
a donor but not as an acceptor substrate. Presumably, the o-2-


Table 1. Carboligation[a] and decarboxylation activities[b] of the wild-type and mutant enzymes.


Enzyme Carboligation activity Decarboxylation activity Carboligation activity (20% DMSO) Decarboxylation activity (20% DMSO)
spec. activity ee (S)-2-HPP (benzoylformate) spec. activity ee (S)-2-HPP (benzoylformate)
[Umg�1] [%] Vmax [Umg�1] Km [mM] Ki [mM] [Umg�1] [%] Vmax [Umg�1] Km [mM] Ki [mM]


wtBFD[c] 7.1�0.7 83 327� 12 0.54� 0.09 143� 38 6.4�0.7 82 327� 12 0.54� 0.1 143� 38
L476Q[c] 28.1�2.5 95 246� 16 0.58� 0.07 100� 27 32.4�1.7 93 246� 16 0.58� 0.1 100� 27
M365L-L461S 0.6�0.2 93 10.6�0.3 6.1� 0.5 18� 40


[a] Initial reaction velocities were measured with acetaldehyde (500 mM) and benzaldehyde (40 mM) as substrates at 30 �C in KPi buffer (50 mM, pH 7.0) containing Mg2�


(2.5 mM) and ThDP (0.5 mM), with or without DMSO [20% (v/v)] as a cosolvent as indicated, and with 50 ± 300 �g enzyme. [b] Kinetic data were measured with
benzoylformate (0.03 ± 60 mM) as a substrate at 30 �C in KPi buffer (50 mM, pH 7.0), Mg2� (2.5 mM), and ThDP (0.5 mM), with or without DMSO as a cosolvent [20% (v/v)] as
indicated, and with 0.025 U enzyme. [c] Various kinetic data concerning wild-type BFD and L476Q have already been published.[8] Km, Michaelis constant; Ki , inhibition
constant ; Vmax , maximum reaction velocity.
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HPP derivative 2b was detected during the library screening
because both compounds, the benzoin 3 and the o-Me-2-HPP
derivative 2b, raise positive signals in the colorimetric assay at a
concentration of 0.8 mM. Although acetaldehyde, which is
necessary for this reaction, was not added to the reaction
mixture during screening, it was probably generated by
enzymatic oxidation of ethanol by cellular alcohol dehydrogen-
ases in the crude extract. Ethanol was added to the screening
mixture as a cosolvent for the aromatic aldehyde.[25]


Substrate and product range of the carboligation reaction


To investigate the substrate and product ranges of the BFD
variants L476Q and M365L-L461S, reactions were carried out on
a semipreparative scale with different substituted benzaldehyde
derivatives, in the presence of acetaldehyde (Table 2). Both BFD
variants converted all tested benzaldehyde derivatives, including
ortho-substituted benzaldehydes, into the corresponding (S)-2-
hydroxy ketones 2a ±p with high to excellent enantioselectiv-
ities. With variant L476Q as a catalyst, quantitative conversion
was observed on an analytical scale within 20 h reaction time,
whereas with variant M365L-L461S conversion and enantiose-
lectivity were shown to be significantly lower.


With the mutant enzyme BFD-L476Q, preparative batch
processes were set up with ortho-substituted benzaldehyde
substrates in the presence of excess acetaldehyde. The com-
pounds 2b± f were thus prepared in an enantiopure form in 55 ±
95% yield. The absolute configuration of the 2-HPP derivatives 2
was determined to be (S) by comparison with the HPLC and


optical rotation data of the corresponding (R)-enantiomers
synthesized by BAL-catalyzed reaction.


Possible effects of the amino acid substitutions on the
substrate range of the enzyme


The overall architecture of BFD[26] resembles that of other
members of the ThDP-dependent enzyme family, such as
pyruvate decarboxylase (PDC)[27] and pyruvate oxidase,[28] where
cofactor- and metal-binding residues are conserved.[29] Interest-
ingly, there is little similarity between the active-site residues
when limited to those that are directly involved in the binding of
the cofactors, ThDP and the Mg2� ion.[26] The structural positions
of the mutated residues of the selected mutant enzymes were
identified by visual inspection of the 3D structure of the wild-
type enzyme (Figure 1). Residue M365 of the double mutant
M365L-L461S is located on the surface of the protein; the bulky
hydrophobic residue L461 is located close to the cofactor ThDP
and may interact with transition states and intermediates during
the catalytic process. Thus, this leucine residue is likely to
influence the substrate range of the acyl donor of the
carboligation reaction. L461 in BFD from Ps. putida is probably
located at the position equivalent to that of a glutamate residue
that is conserved among all PDC sequences (E473 in Zymomonas
mobilis (Z.m.) PDC, E477 in yeast PDC) as well as in indole-3-
pyruvate decarboxylase from Enterobacter cloacae (E469).[30]


Moreover, L461 exhibits positional homology to the hydro-
phobic side chain of I472 in Z.m. PDC (corresponding to I476 in
yeast PDC), which has been shown to alter the substrate


Table 2. Substrate and product range of wild-type BFD and the BFD variants L476Q and M365L-L461S.[a]


acyl donor No. wt BFD[c] L476Q M365L-L461S
1 R 2[b] conv. [%] ee [%] conv. [%] ee [%] conv. [%] ee [%]


a 99 92 100 97.5 97 94.5


Me b 4 n.d.[d] 100 � 99 83 98
OMe c 0 97 � 99 46 �99
F d 91 89 100 � 99 100 98
Cl e 0 100 � 99 85 �99
Br f 0 98 � 99 90 �99


Me g 99 97 100 99 100 99
OMe h 94 96 100 99 100 99
F i 100 87 100 � 99 94 �99
Cl j 94 94 100 97 100 98
Br k 68 96 97 98 100 98.5


Me L 65 88 100 98 98 98
OMe m 23 92 100 � 99 67 42
F n 69 87 100 97 87 97
Cl o 85 82 100 96.5 100 95.5
Br p 42 83 100 96.5 100 96


[a] Reactions catalyzed by wild-type BFD were all performed on an analytical scale at 30 �C by batch synthesis in KPi buffer (50 mM, pH 7.0) containing Mg2�


(2.5 mM), ThDP (0.5 mM), and lyophilized enzyme (0.2 mgmL�1) and were stopped after 20 h. Reactions catalyzed by the BFD variants were performed at 30 �C by
batch synthesis in the same buffer with DMSO [20 (v/v)] added and were stopped after 20 ± 48 h. The absolute configuration of the product was determined to
be (S) by comparison of HPLC analysis data with literature values[17] or with analytical data for the (R)-HPP derivatives.[23] [b] The compounds 2a, g±p were
synthesized on an analytical scale. [c] The presented experimental data concerning wild-type BFD have already been published (without DMSO, 10 mM


substrate 1).[17] [d] Not determined.
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Figure 1. Partial view into the 3D structure of wild-type BFD showing one active
center at the interface of two monomers (green and yellow). The substrate
benzaldehyde bound to the cofactor ThDP is shown in grey. Amino acid residues
shown in blue correspond to those forming a loop near the active center. Residues
shown in orange belong to the yellow domain and are in direct contact with the
blue residues.


specificity of Z.m. PDC.[31] The reduction of the side chain size at
position 461 and the resulting enlarged substrate binding site
could facilitate the initial binding of ortho-substituted benzalde-
hyde derivatives to the C-2 atom of ThDP. Besides, the serine
residue that is introduced at position 461 in the mutant and
replaces the hydrophobic leucine residue is hydrophilic and able
to form hydrogen bonds, which could also influence the binding
of substrates.


Additionally, residue L461 could affect the binding of the
cofactor ThDP through the neighbouring residue L460, which is
involved in cofactor binding.[26] L461 seems to be important for
the binding of the substrate since a decrease in the Vmax value as
well as an increase in the Km value was observed for the
decarboxylation of benzoylformate by the mutant M365L-L461S
compared to that with the wild-type enzyme, whereas these
catalytic parameters are not effected in the case of the variant
L476Q (Table 1).


L476 is part of a loop that covers the active center of the
enzyme like a lid (Figure 1). Mutation at this position could
increase the flexibility of this lid and lead to a faster entry of the
substrates. In fact, the influence of the L476Q exchange on the
substrate specificity of the carboligation reaction seems to be
more general. In addition, this residue was found to be a hot
spot concerning carboligation activity. In a screening concerning
progression of the activity of the side reaction of the enzyme in
the presence of water-miscible organic solvents, several variants
with modifications at this position were shown to have a higher
carboligation activity than the wild-type enzyme.[8] Mutant
L476Q showed complete conversion of all substituted benzal-
dehyde derivatives in the presence of acetaldehyde within 20 h
(preparative scale: 20-48 h), whereas with the mutant M365L-
L461S total conversion was not achievable under similar
conditions.


Discussion and Conclusions


Herein, we present two BFD variants that accept ortho-substi-
tuted benzaldehyde derivatives as donor substrates, which
means that these benzaldehyde derivatives are bound to the
cofactor ThDP and are then ligated to the acyl acceptor
acetaldehyde. As was deduced from the 3D structure of the
wild-type enzyme, L461 in the double mutant (BFD M365L-
L461S) and L476 in the single mutant (BFD L476Q) are not
directly involved in the binding of the acyl donor (Figure 1) but
both mutations enable the binding of ortho-substituted benzal-
dehyde derivatives to the cofactor ThDP. Analysis of the 3D
structure of these BFD variants could give interesting insights
into the reaction mechanism of ThDP-dependent enzymes.


Since BFD and BAL are enantiocomplementary with regard to
2-HPP formation,[32] most 2-HPP and benzoin derivatives can be
synthesized in either enantiomeric form by using BFD and BAL
wild-type enzymes as well as the newly developed BFD muteins.
Together with PDC, these enzymes and mutant enzymes provide
a toolbox for the enantioselective synthesis of 2-hydroxy ketones
as chiral building blocks for organic synthesis.


Recently, the mutant BFD-H281A, generated by rational
protein design,[33] was recognized as a potent catalyst to perform
an asymmetric cross-benzoin condensation by starting from
benzaldehyde and ortho-substituted benzaldehyde derivatives
as substrates.[34] ortho-Substituted benzaldehyde derivatives
were accepted selectively by this enzyme as acceptor but not
as donor substrates.


Experimental procedures


General : All reagents were purchased from Fluka (Taufkirchen,
Germany) or Sigma (Taufkirchen, Germany) unless otherwise stated.
Enzymes for recombinant DNA work were purchased from New
England Biolabs (Schwalbach, Germany), Roche Molecular Biochem-
icals (Mannheim, Germany) or Gibco BRL (Karlsruhe, Germany). For
affinity chromatography of the BFD variants, Ni-nitrilotriacetate
(NTA)-agarose (Qiagen, Hilden, Germany) was used. Oligonucleotide
primers were obtained from MWG Biotech (Ebersberg, Germany).
The pKK 233-2 expression plasmid was purchased from Clontech
(Palo Alto, CA, USA) and the E. coli K 12 strain SG 13009 from Qiagen
(Hilden, Germany).


NMR spectra were recorded on a Bruker AMX 300 spectrometer.
Chemical shifts � are reported in ppm relative to CHCl3 (1H: ��
7.27 ppm) and CDCl3 (13C: �� 77.23 ppm) as internal standards. Flash
column chromatography was conducted on silica gel 60 (40 ± 63 �m).
TLC was carried out on aluminium sheets precoated with silica gel
60F254 (Merck). Enantiomeric excesses were determined by HPLC
analysis by using a Hewlett Packard 1100 Series HPLC system
equipped with a diode-array detector and with a Daicel Chiralcel OB
or a Chiralcel OD-H column (250� 4 mm). GC ± MS spectra were
determined on a Hewlett Packard 6890 Series GC System and a
Hewlett Packard 5973 mass-selective detector; capillary column HP-
5MS (5% phenylmethylsiloxane, 30 m, 250 �m; TGC(injector)� 250 �C,
TMS(ion source)� 200 �C, time program (oven): T0min� 60 �C, T3min�
60 �C, T14min�280 �C (heating rate 20 �Cmin�1), T19min� 280 �C; MS: EI,
70 eV). Optical rotations were measured with a Jasco P-1020
polarimeter. M.p.s were measured on a B¸chi B-540 capillary tube
apparatus. UV spectra were recorded with a Ultrospec 2000 UV/Vis
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spectrophotometer from Pharmacia Biotech, Sweden. Microanalyses
were carried out at the Analytical Department, Chemische Institute
der Universit‰t Bonn, Germany.


Construction and screening of a BFD randommutagenesis library :
A BFD random mutagenesis library was constructed as described in
reference [8] by using the wild-type BFD gene with a region coding
for a hexahistidine tag as a template.


For the screening, masterplates were replicated into 96-well plates
containing LB medium (100 �L) supplemented with ampicillin
(100 �gmL�1) and neomycin (25 �gmL�1) and incubated for 20 h at
37 �C. An aliquot of each culture was transferred into 96-deep-well
plates containing LB medium (1.2 mL) supplemented with ampicillin
(100 �gmL�1) and neomycin (25 �gmL�1). After incubation at 37 �C
for 4 h, protein expression was induced by addition of isopropyl-�-D-
thiogalactoside (IPTG, 1 mM). The plates were incubated at 37 �C for
16 h. Cells were harvested by centrifugation (15 min, 4000 rpm). The
cell pellets were dispersed in potassium phosphate buffer (100 �L;
50 mM, pH 7.0) containing ThDP (0.5 mM) and MgSO4 (2.5 mM); cell
lysis was achieved by addition of lysozyme (1 mgmL�1) and
incubation at 30 �C for 30 min on a shaker. The crude extracts were
transferred into two fresh 96-well plates and 2-fold substrate solution
in potassium phosphate buffer (100 �L; 50 mM, pH 7.0) containing
ethanol (1.5 M), ThDP (0.5 mM), and MgSO4 (2.5 mM). 2-Methylbenzal-
dehyde (50 mM) was added to each well. The reaction mixture was
incubated at 30 �C for 18 h. Afterwards, the 96-well plates were
centrifuged (15 min, 4000 rpm, RT) and the supernatant (100 �L) was
transferred into new 96-well plates and assayed for the accumulation
of condensation products with the colorimetric assay described
below.[8, 24] To each well containing supernatant of the reaction
mixture, NaOH (10 �L; 3 mM) and 2,3,5,-triphenyltetrazolium chloride
(10 �L; 0.4% (w/v) in methanol) were added and the formation of the
red formazan dye was monitored at 510 nm.


Expression and purification of selected BFDHis mutants : Expres-
sion and purification of wild-type (wt)BFDHis and the BFDHis
mutants was performed as described previously for PDC[31] by using
potassium phosphate buffer (50 mM, pH 7.0) for the Ni-NTA-chroma-
tography and potassium phosphate buffer (50 mM, pH 6.0) contain-
ing ThDP (0.5 mM) and MgSO4 (2.5 mM) as elution buffer for the
subsequent gel chromatography. Lyophilized BFDHis mutants,
stored at �20 �C, were stable for several months. Determination of
the protein concentration was performed according to Bradford[35]


by using bovine serum albumin for calibration.


Assay for the determination of the decarboxylation activity : The
activities of the enzymes concerning the decarboxylation of
benzoylformate were determined by using a coupled enzymatic
test, as described elsewhere.[17]


Computational graphic studies : The structural models of the
different mutations were constructed based on the crystal structure
of wild-type BFD (pdb entry: 1BFD),[26] by using the programs
WHATIF and Ribbons[36] running on a Silicon Graphics workstation.


Enzymatic synthesis and analysis of the 2-hydroxy ketones 2 :
Enzymatic syntheses were performed in potassium phosphate buffer
(50 mM, pH 7.0) containing MgSO4 (2.5 mM), ThDP (0.5 mM), DMSO
(20% (v/v)), acetaldehyde (500 mM), and benzaldehyde (40 mM) or
the respective ortho-substituted benzaldehyde derivative (25 mM) as
well as lyophilized enzyme (2.0 mgmL�1, preparative scale: total
volume 10 mL). The reaction mixture was incubated at 30 �C.
Extraction of the reaction mixture with dichloromethane (prepara-
tive scale: ethyl acetate) followed by phase separation by centrifu-
gation (13000 rpm) was carried out after the conversion remained
static (20 ± 48 h). The solvent was removed under reduced pressure.
Then the compounds (S)-2b± f synthesized on a preparative scale


were purified by column chromatography (isohexane/ethyl acetate
5:1). All products were analyzed by GC ± MS and chiral phase HPLC.
Products synthesized on a preparative scale were additionally
characterized by NMR spectroscopy. As a standard, compounds (R)-
2b ± f were synthesized by BAL-catalyzed transformation according
to ref. [23].


HPLC and GC ± MS data of the compounds 2a and 2 f±p have
already been reported in the literature.[17]


(S)-2-Hydroxy-1-(2-methylphenyl)propan-1-one [(S)-2b]: Yellow
oil ; yield: 28 mg (69%); ee� 99%; [�]25


D ��58.3� (c� 1.0, CHCl3) ;
HPLC (Chiralcel OD-H; isohexane/2-propanol 99:1, 0.5 mLmin�1,
40 �C) (S) 28.23 min; 1H NMR (300 MHz, CDCl3): ��1.32 (d, J�
7.1 Hz, 3H), 2.50 (s, 3H), 5.07 (q, J� 7.1 Hz, 1H), 7.30 (d, J� 8.5 Hz,
2H), 7.43 (t, J� 7.5 Hz, 1H), 7.53 (d, J� 7.8 Hz, 1H) ppm; 13C NMR
(75.4 MHz, CDCl3): ��21.12, 21.16, 70.9, 126.0, 128.5, 132.2, 132.3,
134.4, 139.1, 205.9 ppm; GC ± MS: Rt� 8.77 min; EI-MS (70 eV): m/z
(%): 164 (2), 149 (1), 121 (12), 119 (100), 91 (62), 77 (5), 65 (19).


(R)-2b : [�]25
D �51.4� (c� 1.0, CHCl3); ee� 99%; HPLC (Chiralcel OD-H;


isohexane/2-propanol 99:1, 0.5 mLmin�1, 40 �C) (R) 29.78 min.


(S)-2-Hydroxy-1-(2-methoxyphenyl)propan-1-one [(S)-2c]: Yellow
oil ; yield: 43 mg (95%); ee� 99%; [�]25


D ��115.8 (c� 1.0, CHCl3) ;
HPLC (Chiralcel OB; isohexane/2-propanol 98:2, 0.75 mLmin�1, 20 �C)
(S) 34.80 min; 1H NMR (300 MHz, CDCl3): �� 1.33 (d, J�7.0 Hz, 3H),
3.91 (s, 3H), 5.15 (q, J�7.0 Hz, 1H), 6.98 (d, J� 8.4 Hz, 1H), 7.04 (t, J�
7.5 Hz, 1H), 7.52 (td, J� 7.8, 1.8 Hz, 1H), 7.79 (dd, J�7.8, 1.8 Hz,
1H) ppm; 13C NMR (75.4 MHz, CDCl3): ��20.6, 55.7, 73.1, 111.8, 121.2,
124.4, 131.3, 134.8, 158.8, 204.1 ppm; GC ± MS: Rt� 9.92 min; EI-MS
(70 eV): m/z (%): 180 (1), 165 (1), 137 (13), 135 (100), 107 (8), 92 (13), 77
(30).


(R)-2c : [�]25
D � 108.0 (c� 1.0, CHCl3) ; ee� 99%; HPLC (Chiralcel OB;


isohexane/2-propanol 98:2, 0.75 mLmin�1, 20 �C; (R) 46.07 min.


(S)-1-(2-Fluorophenyl)-2-hydroxy-propan-1-one [(S)-2d]: Yellow
oil ; yield: 27 mg (64 %); ee�99%; [�]25


D ��66.3 (c�1.0, CHCl3) ;
HPLC (Chiralcel OB; n-heptane/2-propanol 90:10, 0.75 mLmin�1,
25 �C) (S) 11.33 min; 1H NMR (300 MHz, CDCl3): �� 1.41 (dd, J� 7.1,
1.4 Hz, 3H), 3.79 (br s, 1H), 5.05 (qd, J�7.1, 2.7 Hz, 1H), 7.17 (ddd, J�
11.1, 8.4, 1.0 Hz, 1H), 7.29 (td, J�7.5, 1.0 Hz, 1H), 7.56-7.64 (m, 1H), 7.94
(td, J�7.5, 1.8 Hz, 1H) ppm; 13C NMR (75.4 MHz, CDCl3): �� 20.9, 73.0
(d, 9.3 Hz), 117.0 (d, 23.5 Hz), 122.4 (d, 13.5 Hz), 125.1 (d, 3.2 Hz), 131.3
(d, 2.9 Hz), 135.8 (d, 9.2 Hz), 161.8 (d, 255.2 Hz), 201.1 (d, 4.3 Hz) ppm;
GC ± MS: Rt�8.12 min; EI-MS: (70 eV): m/z (%): 168, 153 (1), 125 (31),
123 (100), 97 (9), 95 (23), 75 (13).


(R)-2d : [�]25
D �59.7 (c�1.0, CHCl3) ; ee� 99%; HPLC (Chiralcel OB;


n-heptane/2-propanol 90:10, 0.75 mLmin�1, 25 �C) (R) 15.18 min.


(S)-1-(2-Chlorophenyl)-2-hydroxy-propan-1-one [(S)-2e]: Yellow
oil, yield: 38 mg (82%), ee�99 %; [�]25


D ��81.8 (c� 1.0, CHCl3) ;
HPLC (Chiralcel OB, isohexane/2-propanol� 98:2, 0.75 mLmin�1,
20 �C) (S) 28.43 min; 1H NMR (300 MHz, CDCl3): ��1.33 (d, J�
7.2 Hz, 3H), 3.69 (br s, 1H), 5.10 (q, J� 7.2 Hz, 1H), 7.33-7.41 (m, 1H),
7.44 ± 7.47 (m, 3H) ppm; 13C NMR (75.4 MHz, CDCl3): ��20.2, 72.4,
127.2, 129.3, 131.0, 131.6, 132.6, 136.0, 205.1 ppm; GC ± MS: Rt�
9.33 min, EI-MS (70 eV): m/z (%): 184, 149 (8), 141 (73), 139 (100),
113 (14), 111 (23), 77 (25), 51 (6); HR-MS: m/z : calcd. for C9H9O2Cl [M]�:
184.0288; found: 184.0291.


(R)-2e : [�]25
D � 86.6 (c�1.0, CHCl3) ; ee� 99%; HPLC (Chiralcel OB,


isohexane/2-propanol� 98:2, 0.75 mLmin�1, 20 �C) (R) 34.56 min.


(S)-1-(2-Bromophenyl)-2-hydroxy-propanone [(S)-2 f]: Yellow oil ;
yield: 32 mg (55%); ee�99%; [�]25


D ��64.1 (c�1.0, CHCl3); HPLC
(Chiralcel OB; isohexane/2-propanol 90:10, 0.75 mLmin�1, 25 �C) (S)
14.70 min; 1H NMR (300 MHz, CDCl3): �� 1.34 (d, J� 7.2 Hz, 3H), 5.06
(q, J�7.2 Hz, 1H), 7.35 ± 7.41 (m, 3H), 7.66 (dd, J�7.9, 1.5 Hz,
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1H) ppm; 13C NMR (75.4 MHz, CDCl3): �� 20.1, 72.2, 119.6, 127.6,
129.0, 132.5, 134.2, 138.3, 205.8 ppm; GC ± MS: Rt� 9.93 min; EI-MS
(70 eV): m/z (%): 187 (26), 185 (100), 183 (70), 159 (5), 157 (26), 155
(22), 149 (13), 105 (9), 77 (46).


(R)-2 f : [�]25
D � 57.6 (c�1.0, CHCl3) ; ee� 99%; HPLC (Chiralcel OB,


isohexane/2-propanol� 90:10, 0.75 mLmin�1, 20 �C) (R) 15.95 min.


We thank the Deutsche Forschungsgemeinschaft for supporting
this work within the scope of the project SFB 380. The skillful
technical assistance of Katharina Range, Lydia Walter, Alia
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Structural Investigation of the HIV-1 Envelope
Glycoprotein gp160 Cleavage Site, 2: Relevance
of an N-Terminal Helix**
Romina Oliva,[a] Lucia Falcigno,[a] Gabriella D�Auria,[a, b] Monica Dettin,[c]


Claudia Scarinci,[c] Antonella Pasquato,[c] Carlo Di Bello,[c] and Livio Paolillo*[a]


Proteolytic activation of the HIV-1 envelope glycoprotein gp160 is
selectively performed by the proprotein convertase furin at the
C-terminus of the sequence R508 ± E ± K ±R511 (site 1), in spite of
the presence of another consensus sequence, Lys500±Ala ± Lys ±
Arg503 (site 2). On the basis of the solution structural analysis of
the synthetic peptide p498, spanning the gp160 sequence Pro498 ±
Gly516, we previously suggested a possible role of an N-terminal
helix in regulating the exposure and accessibility of the gp160
physiological cleavage site, enclosed in a loop. Here we report on
the activity and conformation of the 23-residue peptide h-REKR,
designed to exhibit a large N-terminal helix, followed by the gp160
native sequence, Arg508 ±Gly516. h-REKR is digested by furin with
high efficiency, comparable to the full native p498. Circular


dichroism analyses, in mixtures from pure water to 98% trifluoro-
ethanol, outline a significant content of helical structure in the
peptide conformation. The molecular model obtained from NMR
data collected in trifluoroethanol/water, by means of DYANA and
AMBER simulations, indeed has helical structure on a large
N-terminal segment. Such a long helix does not seem to affect
the loop conformation of the C-terminal site 1-containing se-
quence, which exhibits the same proton chemical shifts already
observed for the full native p498.


KEYWORDS:


conformation analysis ¥ gp160 ¥ HIV ¥ molecular modeling ¥
NMR spectroscopy


Introduction


Proteolytic processing of the HIV envelope glycoprotein gp160 is
a prerequisite for the virus infectivity. HIV gp160 is indeed
synthesized as an inactive precursor in a late Golgi compart-
ment,[1] and is then cleaved to give the noncovalently associated
glycoproteins gp120 and gp41. Both gp120 and gp41 participate
into the virus infectivity process: gp120 mediates the interaction
of the viral particle with CD4 receptor ± coreceptor complexes;
gp41 carries out the fusion of viral and cellular lipid mem-
branes.[2]


Proprotein convertases (PCs) are newly discovered mamma-
lian subtilases that are candidates for the intracellular processing
of the HIV envelope glycoprotein gp160. Furin was the first PC
enzyme shown to cleave gp160 intracellularly into gp120/gp41[3]


and is to date the best candidate for the gp160 proteolytic
processing.[4]


By analogy with prohormones, viral glycoproteins present
multibasic cleavage sites and, in particular, consensus sequences
of the type Lys/Arg ± Xaa ± Lys/Arg ± Arg.[5] The proteolytic cleav-
age of the HIV-1 glycoprotein gp160 precursor occurs for more
than 85% at the C-terminus of the sequence Arg508 ± Glu ± Lys ±
Arg511 (site 1),[6] although a second putative cleavage site
(Lys500 ± Ala ± Lys ± Arg503, site 2) is present eight residues
upstream. Basic residues within the site 1 recognition sequence
are necessary for the proteolytic processing, as confirmed by
site-directed mutagenesis studies.[7] However, the role of the
nonphysiological site is still hypothetical.


The fact that proteolytic cleavage of the HIV-1 glycoprotein
precursor selectively occurs at site 1 suggests that for the
molecular recognition other factors, such as specific secondary
structural motifs, are required in addition to the consensus
sequence Lys/Arg ± Xaa ± Lys/Arg ± Arg. Structural features re-
quired for the molecular recognition between HIV-1 gp160 and
proteolytic enzymes have not yet been clearly assessed. As the
structure of the gp120/gp41 junction remains to be elucidated,
current hypotheses can only rely on protein structure predic-
tions and conformational studies of model peptides.
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The 19-residue peptide p498, spanning the junction between
gp120 and gp41 and containing sites 1 and 2, was shown by
Brakch et al.[8] to be recognized and properly digested by furin at
site 1,[8, 9] suggesting that contributions of specific secondary
structure motifs from surrounding amino acids can be repro-
duced even in a middle-sized peptide fragment like p498. The
p498 structural analysis by NMR techniques that we recently
reported,[10] outlines the presence of a C-terminal loop exposing
the physiological site 1, and a helix at the N-terminal side
enclosing site 2.


A loop had previously been suggested as a common structural
feature for physiological cleavage sites in retroviral envelope
glycoproteins.[4, 11] We hypothesized that the N-terminal helix
enclosing the secondary processing site 2 could play a key role in
regulating the exposure and accessibility of the physiological
cleavage site 1 enclosed in a loop. Moreover, our evaluation of
the secondary structure propensity around the cleavage site of
37 precursors processed by furin (reported by Nakayama[5] ), has
indeed shown that the sequence at the N-terminus of the signal
loci has a significant � helical conformation propensity in which
the helix is the only predicted ordered structure. In particular, by
applying the hierarchical neural network (HNN) prediction
method[12] to 14-residue segments preceding the consensus
sequence, the presence of helical structure is predicted for 30 of
the 37 analyzed sequences and an � helix content above the
50% level is estimated for 11 of them.


In order to investigate the possible role of specific secondary
structure motifs flanking the gp160 cleavage site, we designed
and synthesized a series of peptide analogues exhibiting: 1) at
the C-terminal, the native gp160 sequence Arg508 ± Gly516
containing site 1, and 2) at the N-terminal, model sequences
known to assume specific secondary structure motifs.


Here we report the synthesis, activity, and conformation of
h-REKR, a 23-residue peptide exhibiting a large N-terminal helical
segment,[13] followed by the gp160 native sequence Arg508 ±
Gly516 (Figure 1). The h-REKR helical sequence Glu1 ± Asn14
corresponds to the Glu14 ± Asn27 sequence in granulocyte-
macrophage colony-stimulating factor (GM-CSF), enclosed in the
N-terminal Trp13 ± Leu28 � helical segment (helix A). Such a
sequence was previously shown to assume a helical structure


Figure 1. Amino acid sequence of the h-REKR synthetic peptide. h-REKR
C-terminal sequence (Arg15 ±Gly23) spans the gp160 sequence from Arg508 to
Gly516 containing the site 1; the N-terminal model-helix sequence (Glu1 ±Asn14)
corresponds instead to the Glu14-Asn27 sequence from GM-CSF helix A. An arrow
is used to indicate the cleavage loci for the recognized processing site 1. The
alignment with the corresponding segments of the gp160 (ENV HV1LW) and GM-
CSF (pdbCode: 2GMF[13] ) native sequences, bold and normal respectively, is also
reported. gp160 processing sites 1 and 2 are underlined.


even as a fragment in trifluoroethanol (TFE)/water mixtures (a
partial onset of � helical structure is present in pure water, and
56% or more helical content is observed at saturation above
30% TFE).[14]


It is noteworthy that although h-REKR does not contain the
secondary processing site 2, it is nevertheless a very good
substrate for furin. The h-REKR conformational analysis, carried
out in solution by NMR techniques, is presented and related to
the exhibited activity. Special effort is devoted to refining the
native C-terminal Arg15 ± Gly23 sequence conformation, which
seems to be preserved in p498 and h-REKR analogues.


Results


Cleavage of synthetic peptides by furin


p498 and h-REKR were incubated with furin for 1 or 3 h at 37 �C.
With peptide p489, data clearly show that furin acts specifically
at the potential cleavage site Arg ± Glu ± Lys ± Arg (site 1); the
resulting conversion percentages are 75 and 100, respectively
(Table 1). The substitution of the N-terminal native gp160
sequence with an � helix sequence creates a good substrate
for furin. In fact the conversion of h-REKR is nearly complete
(98% after 3 h incubation). Therefore activity studies show that
h-REKR is digested by the enzyme furin with an efficiency
comparable to the native p498.


h-REKR conformational analysis


Circular dichroism (CD) investigations show that the peptide
folds into an � helical conformation, characterized by a positive
band at 190 nm and two negative bands at 207 and 220 nm, in
the presence of increasing amounts of TFE (Figure 2). The helical
content is 64% at saturation conditions, as estimated according
to the method of Greenfield and Fasman.[15] The maximum helix
content is reached above 30% TFE, but significant helix content
(48%) is present at 20% TFE.


The NMR analysis was performed in a TFE/H2O (90:10 v/v)
solution, to allow a direct comparison with available data for
p498. The complete sequential assignment was achieved
according to the standard procedure proposed by W¸thrich.[16]


Proton chemical shifts are presented in Table 2. All the proton
chemical shifts observed for the native Arg15 ± Gly23 sequence,
except for the Arg15, Lys17, and Arg18 amide protons, do not
differ by more than 0.04 ppm from the observed values for the
corresponding Arg11 ± Gly19 sequence in the p498 analogue.
The �CH chemical shift deviations from the random coil values[17]


versus residue number (Figure 3) are all negative for the Val3 ±


Table 1. Conversion percentages of p498 and h-REKR after 1 and 3 h
incubation with human furin at 37 �C.


Substrate Incubation time [h] Digestion [%]


p498 1 75
3 100


h-REKR 1 41
3 98
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Figure 2. CD spectra of 4� 10�5 M h-REKR in water/TFE at increasing percentages
of TFE (v/v): –– 0%; ���� 10%; ±��± 20%; ���� 30%; ±�± 40%; - - - - 50%; ±±
98%.


Figure 3. Chemical shift deviations from the random coil values for �CH
protons.[17] For Gly21 and Gly23 both the �CH and ��CH chemical shift deviations
are reported.


Arg18segment, which points to a helical structure or turn.[18]


Moreover a complete NOE pattern that is diagnostic of a helical
conformation, that is, strong NHi ± NHi�1, together with NHi ±
NHi�2 , �i ± NHi�3 , �i ±�i�3 , and �i ± NHi�4 NOE ™contacts∫,[16] is
observed for the N-terminal/middle region of the peptide (from
the N-terminus to Asn14); �i ± NHi�3 ™contacts∫ are also observed
in the C-terminal region (Figure 4). A set of 211 experimental
constraints from NOE data (95 intraresidual, 75 sequential, and
41 medium-range, including 23 constraints characteristic of a
helical structure) was determined for structure calculations.
These constraints were imposed as upper bounds on inter-
proton distances for sampling the conformational space allowed
to the peptide by means of torsion angle dynamics (DYANA
program).[19]


Figure 4. Summary of the most relevant NOE effects in TFE/H2O (90:10 v/v).


A first set of 100 conformers was calculated with the DYANA
program, and 100 additional structures were calculated by using
the redundant dihedral angle constraints (REDAC) strategy[20] to
improve the convergence. The REDAC structures are indeed
more compatible with experimental data. All of these structures
never exhibit violations larger than 0.2 ä for 200 out of the
overall 211 experimental restraints. The 30 DYANA structures
with the lowest values of target function (average value: 1.70�
0.06 ä2; mean global backbone root-mean-square difference
(rmsd) on the best 30 structures : 2.15� 0.79 ä) were then
subjected to a restrained energy minimization by using the
SANDER module of the AMBER 6.0 package.[21] The best 10
structures, in terms of the fitting with experimental restraints,
were selected among those with a residual restraint energy
lower than �260 kcalmol�1 to represent the h-REKR solution
structure (Figure 5a, Table 3). The whole N-terminal fragment,
from Glu1 to Lys17, is well defined (average rmsd on backbone:
0.40 ä). A canonical helix extends from Val3 to Leu13 (average
rmsd on backbone: 0.22 ä). An axial � turn is further present
around Arg15, which is enclosed in a larger bending involving
five residues (Leu13 ± Lys17), stabilized by a hydrogen bond
between the Lys17 amide proton and the Leu13 carbonyl
oxygen atom, and classified as a type II-�RS turn.[22]


The C-terminal side, from Arg18 to Gly23, is less ordered
(average rmsd on backbone: 1.2 ä), and may be described as a
loop in which the processing site 1 is exposed. Nevertheless, a �


turn mostly of the I� type involving residues Ala19 ± Ile22 is


Table 2. Proton chemical shifts [ppm] of h-REKR at 298 K in TFE/H2O (90:10
v/v) with TSP as internal reference.


Residue HN H� H� H� Others


Glu1 7.74 4.26 2.02 2.46 Ac 2.06
His2 8.35 4.70 3.37, 3.27 2H 8.39, 4H 7.25
Val3 7.65 3.97 2.17 1.04, 1.01
Asn4 8.16 4.61 2.88 NH� 7.29, 6.35
Ala5 7.88 4.16 1.55
Ile6 7.64 3.86 2.03 1.72, 1.25 CH3� 0.96, H� 0.91
Gln7 8.08 4.12 2.25, 2.15 2.57, 2.48 NH� 6.83, 6.27
Glu8 8.20 4.21 2.25, 2.20 2.57
Ala9 8.26 4.13 1.60
Arg10 8.23 4.01 2.02, 1.98, 1.71 H� 3.19, NH� 6.93
Arg11 7.99 4.08 2.11 2.00, 1.69 H� 3.23, NH� 7.09
Leu12 8.32 4.14 1.95, 1.73 1.84 H� 0.94
Leu13 8.65 4.18 1.91, 1.63 1.85 H� 0.94
Asn14 8.08 4.48 3.03, 2.80 NH� 7.59, 6.41
Arg15 8.06 4.12 2.10 1.88, 1.76 H� 3.24, NH� 7.12
Glu16 8.39 4.14 2.28 2.67, 2.50
Lys17 8.19 4.11 2.03 1.69, 1.53 H� 1.75, H� 3.00
Arg18 7.77 4.24 1.95 1.84, 1.74 H� 3.23, NH� 7.04
Ala19 7.98 4.27 1.53
Val20 7.71 4.14 2.24 1.06, 1.00
Gly21 7.85 4.07, 3.90
Ile22 7.62 4.16 1.94 1.58, 1.24 CH3� 0.96, H� 0.91
Gly23 7.94 3.96, 3.87 CONH 7.20, 6.53







L. Paolillo et al.


730 ¹ 2003 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 727 ±733


Figure 5. a) The best backbone superimposition of the Val3 ± Leu13 segment in
the best 10 DYANA structures, after the AMBER refinement (gray), together with
the mean structure (red). b) The mean AMBER structure generated with
MOLMOL[23] is represented by a cartoon ribbon.


observed in all 10 structures. The C-terminal amide group (on
Gly23) bends to make a hydrogen bond several residues
upstream with, alternatively, the carbonyl oxygen atom Glu16,
Lys17, or Ile22.


The mean AMBER structure generated by MOLMOL[23] is
shown in Figure 5b. It is well representative of the entire
conformational family, exhibiting a helical structure from His2 to
Leu13, an � turn involving residues Leu13 ± Lys17 enclosing an
equatorial � turn around Arg15, a � turn of type I� on Ala19 ±
Ile22, and a hydrogen bond connecting the C-terminal amide
with the Glu16 carbonyl.


h-REKR docking onto furin catalytic region


h-REKR was docked to furin to investigate the accessibility of its
cleavage site to the enzyme catalytic region by using the mean


AMBER molecular model as the representative peptide con-
formation. A three-dimensional model was employed for the
catalytic domain of human furin, which was built by homology
on the basis of the crystal structure of thermitase complexed to
eglin-c,[24] and is described elsewhere.[10] In the homology-
modeled complex, the side chains of the eglin-c residues 40 ± 47
were substituted to resemble appropriate P6 ± P2� residues of
gp160 (according to the nomenclature of Schechter and
Berger[25] ), namely, Val ± Gln ± Arg ± Glu ± Lys ± Arg �Ala ± Val, thus
mimicking a model substrate. We remind the reader that the
enzyme binding region was described as a surface channel
which was able to accommodate eight substrate residues
around the multibasic sequence, from P6 to P2�[10] (see also
ref. [26]). The furin catalytic residues (Ser225, His71, Asp38, and
Asn163) are located at the bottom of the channel, together with
several surface-exposed acidic residues, making specific electro-
static interactions with the basic amino acids of the multibasic
substrate sequence. In particular, in our previous paper[10] we
hypothesized interactions of the substrate P1 ± P2 residues,
Arg45 and Lys44, with furin Asp199 and Asp47 (in the subsites S1
and S2, respectively) and of Arg42 at P4 with Glu129 (in the
subsite S4), which are fully consistent with site-directed muta-
genesis studies performed on furin by Creemers et al.[27]


A h-REKR rigid docking was performed by taking advantage of
the presence of a model substrate (modified eglin-c) in the
previously modeled furin catalytic domain. By analogy to
p498,[10] a suitable peptide docking onto the furin catalytic
region was obtained by superimposing the backbone of the P3 ±
P1� residues, around the h-REKR cleavage point (Glu16 ± Lys17 ±
Arg18 ± Ala19) on the backbone of the corresponding residues
(Glu43 ± Lys44 ± Arg45 ± Ala46), in the modified eglin-c. The result
is shown in Figure 6. Residues at the cleavage site present a
good fit with the furin catalytic residues (Ser225, His71, Asp38,
and Asn163). Indeed, in such an arrangement, no modification in
the h-REKR backbone is required to nicely accommodate the
entire peptide into the furin binding region. Furthermore, the
Arg18 carbonyl carbon atom, on which the proteolytic activation
occurs, sits at a catalytic distance (3.0 ä) from the hydroxy
oxygen atom of Ser225, while its side chain nicely fits the
enzyme subsite S1, with residue Asp199 exposed at the bottom
(Figure 6b).


Discussion


Processing of HIV-1 envelope glycoprotein gp160 is a key event
in the virus infectivity. Clarification of the structural requirements
for the gp160/PCs recognition is a crucial step in obtaining
properly designed inhibitors. To date, no structure is available for
HIV-1 gp160. We recently reported a structural analysis of a
fragment spanning the Pro498 ± Gly516 sequence (p498). There
we found a loop exposing the physiological cleavage site 1, and
a helix at the N-terminal side. Also, on the basis of the peptide
p498 docking onto the furin catalytic region, as modeled by
homology, we suggested a role for the N-terminal helix in
regulating the exposure and accessibility of the loop enclosing
the physiological cleavage site.


Table 3. Structural statistics.


Parameter Value


Quantity 10 conformers[a]


Residual distance constraint violations [ä]
0.2� d� 0.3 6.6�1.8
0.3� d� 0.4 4.8�0.8
0.4� d� 0.5 1.3�1.6
Maximum violation 0.42�0.04


AMBER energies [kcalmol�1]
Distance constraint 21.26�1.72
Van der Waals � 81.61�3.35
Total � 267.51�7.27


rmsd to the averaged coordinates[b] [ä]
Backbone (1 ± 23) 2.23�0.77
All heavy (1 ± 23) 2.63�0.60
Backbone (3 ± 13) 0.32�0.14
All heavy (3 ± 13) 1.48�0.38


[a] Average value for the 10 energy-minimized conformers. [b] Average
coordinates of the best 10 energy-minimized conformers after super-
position for the best fit of the atoms of residues indicated in parentheses.
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Figure 6. Docking of the h-REKR mean AMBER structure onto the furin catalytic
domain. The backbone of h-REKR Glu16 ±Ala19 residues, around the processing
site, has been superimposed to the corresponding one of the model inhibitor
(Glu43 ±Ala46). a) Ribbon representation: h-REKR, a segment of the inhibitor and
furin are shown in violet, gray, and red, respectively. Furin catalytic residues
(Ser225, His71, Asp38, and Asn163) are shown in yellow. Side chains of the furin
catalytic triad (Ser225, His71, and Asp38) and of the h-REKR Arg18 residue at P1,
undergoing the proteolytic attack, are shown as ball and sticks. b) Expansion of
the binding site in a slightly different orientation, the Asp199 side chain of the
furin subsite S1 is also shown. All the side chains shown are labeled.


Here, we report the structure and activity of the 23-residue
peptide h-REKR, which belongs to a series of analogues we
designed and synthesized to investigate the role of specific
secondary structures flanking the gp160 cleavage site. The key
feature of this model peptide is the introduction of a large non-
native helical sequence at the N-terminal side of site 1, instead of
the site 2-containing sequence. We showed that the peptide's
capability to be processed by furin is high and not significantly
affected by such modification, as compared to the full native
analogue p498. This result is not trivial, as a very low cleavage
efficiency was observed for other analogues of the series (work
in progress). It must be noted, however, that the five residues
preceding the cleavage site 1, Arg10 ± Arg ± Leu ± Leu ± Asn14
from the GM-CSF helix A, strictly resemble the corresponding


gp160 sequence Arg503 ± Arg ± Val ± Val ± Gln507 (see also Fig-
ure 1).


NMR and CD techniques were employed to analyze the
peptide structural features in TFE/water. TFE is well known to
promote ordered structures by favoring solvent-shielded amide
conformations, and it has been shown that the local conforma-
tion of native proteins is usually better reproduced by the
corresponding fragments in TFE/water solutions rather than in
pure water.[28±31] An NMR study showed that h-REKR is strictly
respondent to the design expectations. It is indeed organized in
a stable N-terminal helix, extending from Lys3 to Leu13 (note the
complete pattern of NOE effects is diagnostic of helical structure,
Figure 4), followed by a loop on the native C-terminal sequence
(Figure 5). The helix is one turn longer than in p498, while the
loop conformation seems to be preserved, considering that even
the proton chemical shifts are identical with those already
observed in the corresponding sequence of p498. As h-REKR is
processed with an efficiency comparable to p498 and much
higher relative to other analogues bearing different N-terminal
model conformation, ™helix� loop∫ seems to be a proper
secondary structure motif for the digestion by furin.


Modeling studies revealed that the main determinants for the
proteolytic sites susceptibility are exposure, flexibility, and ability
to unfold locally and adapt to the enzyme active site.[32] We
performed attempts to dock peptides to furin to investigate the
exposure/accessibility of their cleavage sites to the enzyme
catalytic region. The p498[10] and h-REKR (Figure 6) docking
indeed confirms that a ™helix� loop∫ conformation allows the
peptides to have an easy access to the furin catalytic region.
These results support the hypothesis that in gp160 the
processing site may be enclosed in a loop, which is preceded
by a helix helping in correctly orienting it.


It is however expected that upon recognition, peptides
arrange themselves to optimize the energetic interactions with
the enzyme, especially electrostatic interactions of the consen-
sus basic residues with the acidic residues in the furin substrate
channel. Note that according to the available models for the
furin binding mode,[10, 26] the h-REKR P6 ± P2� sequence, corre-
sponding to the substrate region candidate to the binding, is
strictly similar to that of gp160/p498 (Figure 1). The N-terminal
helix instead stops at residue P6 (L13), that is, before the binding
region, and seems thus to play the important structural role of
exposing the functional loop to the proteolysis enzymes.


The fact that the loop conformation of the C-terminal
sequence is not affected by the presence of a non-native helix
at the N-terminus then raises the question of the intrinsic
propensity of an amino acidic sequence around the cleavage
site 1 to adopt a well-defined conformation. It is a highly
hydrophilic sequence, but no strong propensity to a specific
secondary motif could be found by available prediction
methods.[12] The experimental conformation of such a loop has
been quite clearly assessed here. In particular, a type I� � turn was
observed on residues Ala19 ± Ile22 next to the cleavage site.


One more interesting observation concerns site 2, whose role,
like other secondary processing sites, remains speculative. We
have already proposed that it could be blocked in a rigid
structure and could just play a structural role in directing the
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processing,[10] without close participation in the recognition with
furin. It has been shown that multiple replacements of the site 2
basic residues drastically reduce the gp160 cleavage. Indeed
activity and structure results about h-REKR show not only that
site 2 residues are not necessary for the processing at site 1, but
also that their absence does not reduce the cleavage efficiency,
provided that they are substituted by helix-promoting residues.
Recently the role of a short helix-promoting sequence at the
N-terminus of the multibasic cleavage site in governing the
proteolytic processing was also emphasized for pro-somatosta-
tin.[33]


Structural studies are in progress on other HIV-1 gp160
cleavage site analogues to further investigate the structural
factors that play a role in gp160-proteolytic enzyme recognition.


Experimental Section


Peptide synthesis : h-REKR was synthesized by solid-phase peptide
synthesis with an automated peptide synthesizer Model431A
(Applied Biosystems, Forster City, CA, USA) by standard Fmoc
chemistry. The Rink Amide MBHA Resin (0.49 mmolg�1) was
employed. Amino acids were incorporated by using 2-(1H-benzo-
triazole-1-yl)-1,1,3,3-tetramethyluronium hexafluorophosphate/1-hy-
droxybenzotriazole(HBTU/HOBt) reagents. The following side chain
protecting groups used were: Thr ± tBu; Lys ± tert-butyloxycarbonyl
(Boc); Asn-, Gln-, and His ± tripheylmethyl (Trt) ; Arg ± 2,2,5,7,8-pen-
tamethyl-chroman-6-sulfonyl (Pmc); Glu- and Asp ± OtBu. Double
couplings were introduced in the sequence 1 ± 13 and for Ala19 and
Gly23 insertions. At the end of the synthesis, after deprotection of
the 9-fluorenylmethyloxycarbonyl (Fmoc) group of the N-terminal
residue, the h-REKR peptide was acetylated by using 10% acetic
anhydride and 5% DIEA/NMP solution for 1 h. The protected
peptide ± resin was treated with H2O (0.5 mL), ethanedithiol (EDT)
(0.25 mL), thioanisole (0.5 mL), phenol (0.75 g), and trifluoroacetic
acid (TFA) (10 mL) for 90 min to cleave the peptide from the solid
support and to remove the side chain protecting groups. The crude
peptides were purified by reversed-phase high-performance liquid
chromatography (HPLC) with a semi-preparative column (Deltapak
C18, Waters, 15 �m, 100 ä, 7.8� 300 mm). The purified h-REKR was
analyzed by using the following conditions: column, Vydac C18 (5 �m,
300 ä, 4.6� 250 mm); eluant A: 0.05% TFA in water; eluant B: 0.05%
TFA in CH3CN; gradient, 25 ± 35%B over 20 min; flow rate:
1 mLmin�1; detector: 214 nm. The retention time of h-REKR was
16.38 min. The integration of chromatographic pattern gave a 93%
purity grade. The homogeneity of the products was investigated by
capillary electrophoresis analysis by using an Applied Biosystems
instrument Model270A. The identity of the product was confirmed
by MALDI spectrometric analysis (calcd. for h-REKR: 2671; found:
2667).


Enzyme assay : Synthetic peptides were dissolved in H2O at 1 M


concentration. The solution (15 �L) of each peptide underwent
proteolysis in a reaction volume (85 �L) containing purified furin
(10 �L, activity 153.5 pmolAMC�L�1 enzymeh�1) in Tris acetate
(50 �L, 100 mM, pH 7), CaCl2 (2 �L, 100 mM), and H2O (23 �L). The
reaction mixture was incubated at 37 �C for 1 or 3 h. Products were
identified by HPLC purification followed by MALDI mass spectrom-
etry analysis. The substrate conversion was determined by integra-
tion of the peak area of uncleaved substrate and comparison with
peak area of furin-untreated sample.


CD analysis : Circular dichroism spectra were obtained on a Jasco
J-710 automatic recorder spectropolarimeter. All measurements
were performed at room temperature in quartz cells of 0.1-cm path
length. Spectra were recorded with a 2.0-nm bandwidth, time
constants of 2 s, and a scan speed of 5 nmmin�1; two scans were
collected to improve the signal-to-noise ratio and the solvent
baseline was recorded and subtracted from the spectra of the
samples. All CD spectra were smoothed by using the Jasco FT noise
reduction software, and are reported in terms of ellipticity units per
mole of peptide residue ([�]R). Peptide concentration was deter-
mined by amino acid analysis. The helix content was estimated by
the amplitude of the CD band at 220 nm according to the method of
Greenfield and Fasman.[15]


NMR analysis : NMR experiments were carried out on a Varian Unity ±
Inova 600 MHz spectrometer, equipped with a Sun Station Ultra5,
located at the Istituto di Biostrutture e Bioimmagini C.N.R. , University
of Naples Federico II. Spectra were also acquired on an INCA
(Consorzio Interuniversitario Chimica per L�Ambiente) Varian Inova
500 MHz. NMR characterization was performed in TFE/H2O 90:10 (v/
v) at 298 K. The sample was prepared by dissolving the peptide
(approximately 5.1 mg) in [D3]TFE (0.75 mL, 99% isotopic purity,
Aldrich) and H2O (0.075 mL). Chemical shifts were referenced to
internal sodium 3-(trimethylsilyl)[2,2�,3,3�-d4] propionate (TSP). Two-
dimensional experiments, such as total correlation spectroscopy
(TOCSY),[34] nuclear Overhauser effect spectroscopy (NOESY),[35]


rotating frame Overhauser effect spectroscopy (ROESY),[36] and
double quantum-filtered correlated spectroscopy (DQFCOSY)[37]


were recorded by the phase-sensitive States ± Haberkorn method.
The data file generally consisted of 512 and 2048 data points (4096
for DQFCOSY) in the �1 and �2 dimensions, respectively. TOCSY
experiments were acquired with a 70-ms mixing time, and the water
resonance was suppressed by the watergate sequence.[38] NOESY
experiments were acquired with a 100-, 200-, and 300-ms mixing
time, and ROESY experiments with a 100-ms mixing time, by using a
continuous spin-lock. Off-resonance effects, because of the low-
power spin-lock field, were compensated by means of two 90� hard
pulses before and after the spin-lock period.[39] The water resonance
was suppressed by low-power irradiation during the relaxation delay
and, for NOESY, during the mixing time. Free induction decays (FIDs)
were multiplied in both dimensions with shifted sine-bell weighting
functions, and data points were zero-filled to 1 K in �1 prior to
Fourier transformation. Temperature coefficients of amide protons
were measured from one-dimensional spectra and from TOCSY
spectra, acquired with 4-K data points in the 298 ± 310 K temperature
range. NOE analysis was achieved by means of NOESY spectra. NOE
intensities were evaluated by integration of cross-peaks by using the
appropriate Varian software and then converted into inter-proton
distances by using the r�6 relationship for rigid molecules.[16] Geminal
� ±��CH2 protons of Asn14 were chosen as reference with a distance
of 1.78 ä. In accordance with W¸thrich's method,[16] identification of
amino acid spin systems was performed by comparison of TOCSY
and DQF-COSY data, while sequential assignment was obtained by
the analysis of NOESY spectra.


Computational analysis


DYANA calculations : Torsion angle dynamics calculations were
carried out by using the DYANA program.[19] The library program was
modified for the N- and C-terminal residues. A total of 200 three-
dimensional structures were obtained by using inter-proton dis-
tances evaluated from NOEs (raised of 20%) as upper limits, without
using stereospecific assignments. One hundred conformers were
calculated by using the standard parameters of the DYANA program.
To improve convergence, the redundant dihedral angle constraints
(REDAC) strategy[20] was also employed and 100 more structures
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were calculated by carrying out five REDAC cycles. Dihedral angle
constraints were created with an angle cutoff for the target function
(TF) equal to 0.8 ä2 in the first step, 0.6 ä2 in the second, and 0.4 ä2 in
the third. In the fourth step the structures were calculated by using
the constraints previously established. In the final step no other
dihedral angle constraints were created and the structures were
minimized at the highest level (L23) with all the experimental
restraints.


Energy minimization : The 30 DYANA structures with the lowest
values of target function were subjected to restrained energy
minimization by the SANDER module of the AMBER 6.0 package.[21]


The 1991 version of the force field was used[40] with a distance-
dependent dielectric constant �� rij . The charge of the ionizable
groups was reduced to 20% of its full value to reduce possible
artifacts because of the in vacuo simulations. A distance cutoff of
12 ä was used in the evaluation of nonbonded interactions. Distance
restraints were applied as a flat well with parabolic penalty within
0.5 ä outside the upper bound; a linear function beyond 0.5 ä with a
force constant of 16 kcalmol�1 ä�2 was used. The restrained energy
minimization was carried out with a total of 2000 steps of conjugate
gradients minimization, after 200 of the steepest descents, for each
conformer. The molecular graphics program MOLMOL was employed
to perform the structural statistics analysis.


We are grateful to Dr. Orlando Crescenzi, University Federico II of
Naples, for helpful discussions about the structure calculations and
advice in the use of AMBER. We also thank Dr. Nabil G. Seidah,
Clinical Research Institute of Montreal (IRCM), Canada, for provid-
ing furin.
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Protein Stabilisation by Compatible Solutes:
Effect of Mannosylglycerate on Unfolding
Thermodynamics and Activity of Ribonuclease A
Tiago Q. Faria,[a] Stefan Knapp,[b, c] Rudolf Ladenstein,[b] Anto¬nio L. MaÁanita,[a,d]


and Helena Santos*[a]


Differential scanning calorimetry, optical spectroscopy, and activity
measurements were used to investigate the effect of mannosylgly-
cerate, a negatively charged osmolyte widely distributed among
thermophilic and hyperthermophilic archaea and bacteria, on the
thermal unfolding of ribonuclease A (RNase A). For comparison,
assays in the presence of trehalose, a canonical solute in
mesophiles, and potassium chloride were also carried out. A
thermodynamic analysis was performed by using differential
scanning calorimetry data. The changes in the heat capacity for
unfolding were similar for the different solutes examined. Man-
nosylglycerate was an efficient thermostabiliser of RNase A and
induced an increase of 6 �Cmole-1 in the melting temperature.
Moreover, the performance of mannosylglycerate as a stabiliser
depended on the net charge of the molecule, with the maximal
effect being observed at pH values above 4.5. Analysis of the
enthalpic and entropic contributions to unfolding, derived from


calorimetric data, revealed that the stabilisation rendered by
mannosylglycerate is primarily achieved through a decrease in the
unfolding entropy. Also, the number of protons taken up by
RNase A upon denaturation in the presence of mannosylglycerate
was considerably higher than with other solutes, a result consistent
with a more rigid structure of the native protein. Mannosylgly-
cerate (potassium salt) inhibited the activity of RNase A, albeit to a
smaller extent than KCl, and acted as an efficient suppressor of
aggregation of the denatured protein, thereby having a remarkable
beneficial effect on the inactivation of RNase A upon thermal
denaturation. The results are discussed in view of the physiological
role of this charged compatible solute.
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Introduction


Protein stability and stabilisation mechanisms are key issues in
most industrial and pharmaceutical applications involving
proteins. In the last decade, an increasing effort has been
directed towards the development of highly stable proteins,
which should perform efficiently under the severe working
conditions in many industrial processes.[1, 2] Extremophiles are
microorganisms that can thrive in the most extreme environ-
ments on earth[3, 4] and appear to be an ideal source of stable
enzymes. In particular, the discovery of hyperthermophiles was a
great incentive to investigate the determinants of protein
stability. Surprisingly, in addition to intrinsically highly stable
proteins, hyperthermophiles also possess intracellular proteins
that are not particularly stable; this indicates that alternative
strategies are used for their stabilisation in vivo. In fact,
thermophiles and hyperthermophiles isolated from saline envi-
ronments synthesize de novo low-molecular-mass compounds
that have not been found or have been rarely encountered in
mesophilic organisms; this has led to the view that the
compatible solutes of (hyper)thermophiles could play a role in
the stabilisation of cell components at high temperature.[5, 6] At
least in vitro, these solutes are highly efficient in the protection
of enzymes and proteins from thermophilic, as well as meso-
philic, origin against thermal inactivation and other stresses.[7±11]


Interestingly, the compatible solutes from hyperthermophiles
are generally negatively charged, while mesophilic bacteria,
yeast, filamentous fungi, and algae accumulate primarily neutral
or zwitterionic solutes. The question then arises of whether
those charged solutes were selected by organisms adapted to
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grow at high temperatures because their physicochemical
properties make them more suitable to protect proteins and
other cell components against thermal denaturation. This point
was the motivation for the present study, in which we
investigate some thermodynamic aspects of the stabilisation of
a model protein by 2-O-�-mannosylglycerate (MG), a widespread
compatible solute amongst microorganisms adapted to grow in
hot environments.[12]


The beneficial properties of certain salts (for example,
ammonium sulfate) and uncharged osmolytes (glycerol, treha-
lose, sucrose) on protein stability have been known for a long
time, but the molecular principles responsible for this stabilisa-
tion are still a matter of controversy and active research.[7, 13±20]


Excellent discussions on the principles that control protein
stabilisation by salts and electrically neutral molecules are
available.[7, 21±23]


In the present work, bovine ribonuclease A (RNase A) was
selected as the model enzyme because it is one of the most
common systems used in stabilisation studies and it exhibits a
good reversibility of unfolding.[24±26] Moreover, many authors
report that the thermal denaturation of RNase A occurs in
agreement with a two-state model.[21, 24±26] Differential scanning
calorimetry (DSC) was used to determine thermodynamic
parameters, and optical spectroscopy was employed to assess
changes in protein conformation during thermal unfolding. Also,
activity measurements were carried out to evaluate the effect of
MG on the catalytic performance of RNase A subjected to heat
stress. For comparison, parallel experiments were performed in
the presence of trehalose, a canonical neutral osmolyte present
in many mesophilic organisms, and potassium chloride, since
potassium was the counterion of mannosylglycerate.


Results


Reversibility of the thermal denaturation of RNase A


The extent of reversibility was assessed by comparing the area
under two sequential DSC scans acquired with the same protein
solution. On average, the second scan had at least 85% of the
area under the heat-absorbance peak of the first scan, thereby
permitting an equilibrium thermodynamic analysis of the
unfolding process.


Dependence of the melting temperature on the pH value


The melting temperature, Tm, of RNase A varies with the pH
value in the acidic region and remains approximately constant
above pH 5 either in the absence or presence of solutes
(Figures 1). In this study, 0.1 M phosphate was used to counteract
the buffering capacity of MG and enable measurements over a
wide pH range; Tm values in this buffer alone were slightly higher
than those reported in the literature with other buffers and/or
lower concentrations.[24, 25] We measured the Tm values of
RNase A at two phosphate concentrations, 0.01 and 0.1 M (both
at pH 6.9), and obtained values of 61.9 and 63.3 �C, respectively;
this shows the effect of increasing phosphate concentration on
the stability of this protein.


Figure 1. DSC transition curves of RNase A in 0.1M phosphate buffer at different
pH values in the range 2.0 ± 7.5. The individual pH values examined are: 2.0, 2.5,
3.0, 3.4, 3.7, 4.4, 4.7, 5.0, 5.5, 6.0, 6.5, 7.0, and 7.5.


In comparison with no solute addition, the presence of
trehalose increased the Tm value of RNase A over the whole pH
range examined (Figure 2A). The profile with KCl exhibited a
discontinuity at circa pH 3: at higher pH values KCl destabilised
RNase A, but it exerted a protecting effect at pH values lower
than 3 (Figure 2A). The extent of protection rendered by MG


Figure 2. Dependence of the melting temperature (A) and calorimetric enthalpy
(B) of RNase A on the pH value. Scans were performed with RNase A (concen-
tration: 0.2 ± 0.5 mgmL�1) in 0.1M phosphate buffer with no solute added (�) or
with 0.5M mannosylglycerate (�), KCl (*), or trehalose (�) added.
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appeared to depend on the degree of ionisation of its carboxylic
group. From the pH dependence of the NMR chemical shift of
the proton at position 2 in the glycerate moiety, a value of 3.2
was determined for the pKa of MG (data not shown). The effect of
MG on the Tm value of RNase A clearly depended on the
proportion of dissociated molecules; at pH 3.7 there was no
significant stabilisation (as compared to no solute addition) but
there was a pronounced improvement at higher pH values.
Above pH 5 the stabilising effect of MG was even greater than
that of trehalose and the Tm value of RNase A increased by more
than 3 �C (Figure 2A).


Thermodynamic parameters of the thermal unfolding of
RNase A from DSC data


To determine the unfolding thermodynamics of RNase A, the
data were fitted to a non two-state denaturation model in which
the calorimetric enthalpy (�Hcal), the van't Hoff enthalpy (�Hvh),
and the Tm values are calculated. Therefore, no specific model
was imposed for the data analysis and the calorimetric and van't
Hoff enthalpies were determined independently. A plot of �Hcal


as a function of pH value is shown in Figure 2B. The change in
the heat capacity (�Cp) was derived by using the Kirchoff
relation, �Cp� (��Hcal/�T)P. The calorimetric enthalpies meas-
ured at different pH values were plotted as a function of the
melting temperature in the absence and presence of the
different solutes (Figure 3). In general, the calorimetric enthal-
pies for RNase A without solute were lower than those reported


Figure 3. Temperature dependence of the unfolding calorimetric enthalpy of
RNase A. Enthalpy values were obtained by numerical integration of DSC
endotherms and the average values obtained in independent experiments (up to
three) are shown. RNase A was dissolved in 0.1M phosphate buffer at different pH
values in the absence of solutes (�����) or with 0.5M mannosylglycerate (––�),
KCl (�±�±*), or trehalose (- - - -�).


in the literature, which range from 475 ± 493 kJmol�1.[18, 24, 27]


However, significantly lower values (370 kJmol�1) have been
reported as well.[26] This is not totally unexpected given the
conclusions of a recent IUPAC study involving six laboratories
worldwide with the objective to derive useful recommendations
for DSC measurement procedures: the unfolding enthalpy of


lysozyme ranged from 377 ± 439 kJmol�1.[28] However, in the case
of RNase A we noticed that the higher values correlated with
studies involving protein purchased from Sigma, whereas the
lower values arose when the protein was supplied by Boehringer
Mannheim. By performing parallel DSC measurements with
RNase A from the two commercial sources we verified that the
unfolding enthalpy for the two preparations differed by
70 kJmol�1, despite the fact that the two preparations were
pure as judged by sodium dodecylsulfate (SDS) PAGE (data not
shown).


The reasons for the high dispersion of values obtained for the
protein dissolved in trehalose solutions are not clear. The
presence of solutes did not significantly affect the values of �Cp


associated with the unfolding of RNase A (Table 1) and the
changes in the heat capacity for RNase A unfolding are in good


agreement with those reported in other experimental works[24, 26]


as well as with theoretical calculations.[29] For each data point the
ratio between the van't Hoff and calorimetric enthalpies was
calculated (Table 1); this ratio slightly deviated from the pure
two-state condition (1.0) when MG was present.


To calculate the entropy change associated with RNase A
denaturation, the approach previously proposed by Plaza-del-
Pino and Sanchez-Ruiz was followed.[24] A brief description is
presented in the Materials and Methods section. The number of
protons, ��, taken up from the solvent upon denaturation was
calculated from the polynomial fit to the pH dependence of Tm


by using Equation (1) (Figure 4). At low pH values, carboxylic


Figure 4. Number of protons taken up from the buffer upon RNase A unfolding
in 0.1M phosphate buffer at different pH values in the absence of solutes (�����)
or with 0.5M mannosylglycerate (––�), KCl (�±�±*), or trehalose (- - - -�).


Table 1. Heat capacity change of RNase A thermal unfolding in the presence
of potassium mannosylglycerate, trehalose, or KCl at 0.5M concentration.


�Cp [kJmol�1 K�1] �Hvh/�Hcal


no solute 5.7�0.4 1.2� 0.2
KCl 7.4�0.7 1.3� 0.3
trehalose 5.5�1.1 1.2� 0.3
mannosylglycerate 6.8�1.6 1.4� 0.2
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groups in the interior of the protein become
protonated upon exposure to the solvent in the
unfolded state. The profile of �� as a function of
pH value is in accordance with that reported by
Plaza-del-Pino and Sanchez-Ruiz.[24] Above pH 5,
�� was essentially constant regardless of the
presence or absence of solutes. At lower pH
values, the number of protons taken up upon
denaturation was clearly higher when MG was
present, but the curves were essentially coinci-
dent with trehalose, no solutes, and KCl. Entropy
changes for RNase A unfolding at each temper-
ature were corrected for the difference in pH
value by using Equation (2) (Table 2). pH values
of 3.7 and 7.0 were chosen as reference values to
assess the importance of the degree of ionization
of MG on the extent of RNase A stabilisation.


The temperature dependence of the Gibbs
energy associated to RNase A denaturation
was calculated at the reference pH values by
using the Gibbs function, �G��H� T�S
(Figures 5A, B). The change in the Gibbs energy,
��G, defined as the difference between the
Gibbs energy with and without solute, indicates


the stabilising (if positive) or destabilising (if negative) effect of
the solutes on the RNase A structure. The values of ��G for MG,
KCl, and trehalose at two pH values (3.7 and 7.0) as a function of
temperature are represented in Figures 5C and D. The difference
of the enthalpic, ��H, and entropic, �(T�S), contributions in the
presence and absence of solutes is shown in Table 2.


Effect of solutes on the thermal unfolding of RNase A: UV
differential spectroscopy


Thermal unfolding of RNase A was also monitored by UV
differential spectroscopy. DSC assays suggested that the net
charge of MG plays an important role in the extent of
stabilisation rendered by this solute, and therefore, we deemed
it important to examine this effect at two pH values by using a
different technique. The melting temperature of RNase A (Tm) at
pH 4.5 and 7.5 and the difference in the change of the Gibbs
energy with and without solute at 60 �C (��G60 �C) are shown in
Table 3.


Effect of solutes on the temperature profile of RNase A
activity


The structural information obtained with DSC and UV differential
spectroscopy during thermal unfolding of RNase A was com-
plemented with activity measurements to gain insight into the
interrelationship between structural stability and catalytic per-
formance. The temperature profile for activity of RNase A was
essentially unaltered in the presence of trehalose, but all the
ionic solutes caused considerable inhibitory effects (Figure 6).
KCl caused a decrease of approximately 55% in the activity of
the enzyme at the optimum temperature, and the activity loss
was even greater with NaCl (65%). Interestingly, the inhibitory
effect of MG was much weaker (27%) than that of KCl, despite
the presence of potassium as a counterion. Furthermore, it is
worth noting the shift induced in the temperature for optimum
activity by the presence of MG (from 57 to 60 �C).


Table 2. Solute effect on the enthalpic and entropic contributions for RNase A
unfolding.[a]


Temperature
[�C]


40 50 60 70 40 50 60 70


�H ��H


no solute 189.0 246.3 303.6 360.9 ± ± ± ±
KCl 142.1 216.3 290.5 364.7 � 46.9 � 30.0 � 13.1 3.8
trehalose 200.4 255.6 310.8 366.0 11.4 9.3 7.2 5.1
MG 111.4 179.0 246.5 314.1 � 77.6 � 67.3 � 57.1 �46.8


T�S at pHref 3.7 �(T�S) at pHref 3.7


no solute 169.7 236.3 303.4 371.1 ± ± ± ±
KCl 121.7 206.1 291.1 376.8 � 48.0 � 30.2 � 12.2 5.7
trehalose 176.3 241.3 306.9 373.2 6.6 5.1 3.5 2.1
MG 91.6 168.3 245.7 323.6 � 78.1 � 67.9 � 57.7 �47.5


T�S at pHref 7.0 �(T�S) at pHref 7.0


no solute 165.8 232.2 299.2 366.9 ± ± ± ±
KCl 117.4 201.6 286.5 372.1 � 48.4 � 30.6 � 12.7 5.2
trehalose 173.7 238.6 304.2 370.3 8.0 6.4 4.9 3.4
MG 85.5 162.1 239.2 316.9 � 80.2 � 70.2 � 60.1 �50.0


[a] Solute concentration� 0.5 M. ��H and �(T�S) are the difference
between the unfolding enthalpy and entropic contribution of RNase A in
the presence and absence of solute, respectively. The uncertainty of the
values presented is circa 13%. All values are given in kJmol�1.


Figure 5. Gibbs energy change for RNase A unfolding. Curves were calculated with pH 3.7 (A
and C) or pH 7.0 (B and D) as the reference state. Panels C and D show the differences between
the Gibbs energy with and without solute. Black: absence of solutes ; red: with 0.5M
mannosylglycerate; blue: with 0.5M KCl ; green: with 0.5M trehalose.
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Figure 6. Solute effect on RNase A activity. Values shown are the average of 2 ±
10 independent measurements performed in 0.1M phosphate buffer (pH 7.5)
without addition of solutes (�����) or with 0.5M mannosylglycerate (––�), KCl
(�±�±*), trehalose (- - - -�), or NaCl (±±±�).


Thermal inactivation of RNase A


The time course for the thermal inactivation of RNase A was
monitored to investigate the ability of MG to prevent delete-
rious, irreversible processes associated with heat denaturation.
The half-life for inactivation of RNase A in a dilute solution
(15 �gmL�1) was only slightly affected by the different solutes
(Table 4). At a higher protein concentration (645 �gmL�1) the
half-life decreased for KCl, trehalose, or no additions, but
increased in the presence of MG.


Discussion


Differential scanning calorimetry, optical
spectroscopy, and activity measurements
were used to investigate the effect of MG,
a compatible solute of (hyper)thermo-
philes, on the thermal unfolding of RNa-
se A. This combination of techniques was
used to study different aspects of the
unfolding process, namely the thermody-
namic parameters, the changes in the
dielectric environment of tyrosine residues
in the protein, and the impact of MG on
the catalytic activity, respectively.


The Tm value of RNase A increased with the pH value up to
around 5 and remained approximately constant at higher values
(Figure 2). This is a typical profile for RNase A[24, 26, 30] and reflects
the decrease of the net positive charge of the protein, which has
an isoelectric point of 9.3.[31]


MG exerted a clear stabilisation of the protein structure, but
the pH value had a pronounced effect on the degree of
stabilisation rendered by the solute. At pH 7, when the carboxylic
acid group of MG is fully ionised, the presence of MG caused an
increase of about 3 �C in the Tm value of the protein; however, at
the lowest pH value examined with this solute (pH 3.7), the
protein unfolded at a temperature that was independent of the
presence of MG. In contrast, the neutral solute, trehalose,
exerted greater stabilisation at low pH values: at pH 2 the Tm


value of RNase A was 4.5 �C higher than without any solute, while
the enhancement in Tm at pH 7 was less than 2 �C, in accordance
with previous studies.[19] Decreasing degrees of RNase A stabi-
lisation with increasing pH value were also observed upon
addition of sorbitol and several magnesium salts.[25, 30] The clearly
contrasting behaviour observed with MG reflects the importance
of the net charge of the molecule in the mechanism of protein
stabilisation, with full ionisation being required for maximal
stabilisation. For example, at pH 7.0, MG was a better stabiliser
than trehalose and induced a change of 3.2 �C in the Tm value of
RNase A, compared with a change of 1.7 �C caused by trehalose.
Also favourable to MG was the comparison with other organic
osmolytes at an identical concentration (0.5 M). Sorbitol increases
the RNase A melting temperature by 1.5 �C at pH 5.5;[25] glycine,
sarcosine, dimethylglycine, and betaine were reported to affect
the Tm value of the same protein by about 1 �C at pH 6.0.[18]


Sarcosine increases Tm by about 1.3 �C at pH 4.5[24] and hydroxy-
ectoine induces an increase of 2.1 �C at pH 5.5.[26]


From the thermodynamic analysis, the calorimetric enthalpy
associated with the unfolding of RNase A in the presence of MG
was lower than the values determined for the other cases
examined (trehalose, KCl, no solute; Figure 3). Interestingly, the
other stabilising osmolyte examined, trehalose, provoked an
increase in the denaturation enthalpy when compared to the no
solute case. A similar pattern for the relative magnitudes of the
entropy changes (T�S) was observed: a decrease of the
unfolding entropy was observed with MG as compared to no
solute addition, while trehalose led to an increase of this
parameter. In the case of MG, thermodynamic stabilisation of the


Table 3. Effect of various solutes (at 0.5M concentration) on the melting temperature of RNase A and on
the change of the unfolding Gibbs energy. Data from DSC and UV differential spectroscopy.


pH 4.5 pH 7.5
DSC UV DSC UV


Tm


[�C]
��G60 �C[a] Tm


[�C]
��G60 �C[a] Tm


[�C]
��G60 �C[a] Tm


[�C]
��G60 �C[a]


no solute 64.4 ± 64.1 ± 63.6 ± 62.6 ±
KCl 62.8 � 1.4 60.3 �4.4 62.2 0 61.5 �1.7
trehalose 67.0 3.2 65.5 1.6 65.2 2.3 64.6 1.9
MG 66.8 2.5 64.9 1.0 67.7[b] 3.0[b] 66.2 4.0


[a] ��G60 �C is the difference between the unfolding Gibbs energy of RNase A in the presence and
absence of solute. Values are given in kJmol�1. [b] Values determined at pH 7.0.


Table 4. Effect of protein concentration and presence of solutes on the half-
life times for inactivation of RNase A at 80 �C.


Half-life [min]
RNase A: 15 �gmL�1 RNase A: 645 �gmL�1


no solute 33�1 21� 1
KCl 49�2 28� 1
trehalose 39�1 22� 2
mannosylglycerate 41�2 60� 3







Effect of Mannosylglycerate on Ribonuclease A


ChemBioChem 2003, 4, 734 ± 741 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 739


protein was achieved, since the decrease in the entropic term
exceeded that of the enthalpic term. Our results suggest that
protein stabilisation is governed by entropy changes in the
denaturation process. However, the dispersion of the exper-
imental data is high and, as pointed out by Santoro et al. ,[18]


molecular interpretations of the unfolding process taken from
the thermodynamic analysis are rather uncertain.


The Gibbs free energy is the thermodynamic parameter that
provides a reliable evaluation of protein stability. Surprisingly,
even highly stable proteins present only marginal free energies
of stabilisation, in the order of 50 kJmol�1, equivalent to a few
hydrogen bonds, ion pairs, or hydrophobic interactions.[32] The
free energy associated with RNase A unfolding falls in this range
of values (Figure 5). From the temperature dependence of the
Gibbs free energy for unfolding in the presence of the different
solutes examined, we conclude that the stabilising capacity of
MG was most effective at high pH values. In contrast to KCl and
trehalose, the Gibbs energy difference for unfolding in the
presence and in the absence of MG was higher at a higher pH
value, thus reinforcing the relevance of MG charge on the
stabilisation process.


Highly remarkable is the increase in the number of protons
taken up from the medium upon unfolding of RNase A when MG
is present, as compared to other conditions examined (Figure 4).
This observation could suggest a more rigid structure of the
native protein holding a higher number of nonaccessible ionised
groups that become protonated upon thermal unfolding.
Indeed, rigidification of protein structures induced by osmolytes
has been reported in the literature.[33]


RNase A has six tyrosine residues; some tyrosines are solvent-
accessible while others are buried.[29] Upon unfolding these
tyrosines become exposed and there is a blue shift on the
absorbance spectrum that makes them suitable sensors of the
polarity of the environment. The results on Tm and changes in the
Gibbs free energy for unfolding obtained by this method are in
good agreement with those obtained by DSC, a fact supporting
the view that unfolding occurs in a single step. Deviations from a
two-state model have been recently reported for the thermal
unfolding of RNase A in phosphate buffer,[27] but in our study no
clear evidence for such a deviation was found, at least in the
absence of solutes (Figure 1). The fit of the UV experimental data
to a two-state model was very good (not shown); however, the
ratios between the van't Hoff and the calorimetric enthalpies
(�Hvh/�Hcal) were in the range 1.2 ± 1.4, which indicates some
deviation from the theoretical single-step denaturation at least
in the presence of MG (Table 1). Nevertheless, the conclusions
derived from our analysis are not affected by potential devia-
tions from a pure two-state model since they are based on total
calorimetric enthalpies.


Brown[34] originally defined compatible solutes as small
organic compounds used for osmotic adjustment that do not
interfere with cell function. In particular, these compounds
should be compatible with the normal functioning of enzymes in
the cell. Thus, it was deemed interesting to evaluate the effect of
MG on the catalytic activity of RNase A, as well as on the time
course for inactivation of the enzyme when subjected to heat
stress. The activity of RNase A was inhibited by salts (KCl or NaCl)


since these interfere with the electrostatic interactions that play
a major role in the formation of the complex between the
cationic catalytic site of the enzyme and the highly anionic
substrate.[35] Therefore, the potassium salt of MG also inhibited
the enzyme activity, but the inhibitory effect was considerably
lower than that exerted by the other salt of potassium examined
(KCl). The negative effect of MG on the activity of RNase A does
not hurt its ability to act as a compatible solute in the natural
producers. In fact, many (hyper)thermophiles accumulate high
concentrations of potassium as counterions of negatively
charged solutes[12] and, therefore, the intracellular enzymes in
these organisms are not expected to be vulnerable to inhibition
by potassium salts. Interestingly, cyclic 2,3-bisphosphoglycerate,
a solute that is accumulated in the molar range of concen-
trations by the hyperthermophile Methanopyrus kandleri, has
been shown not only to stabilise but also to activate several
enzymes isolated from this organism.[36]


Mannosylglycerate had a beneficial effect in the protection of
RNase A activity when the enzyme was subjected to thermal
denaturation and the effect was especially remarkable at high
protein concentrations (Table 4). The mechanisms responsible
for the loss of activity associated with thermal denaturation are
not completely understood, but the aggregation of unfolded
hydrophobic regions, the misfolding during renaturation, and
chemical modifications of the protein residues are believed to be
relevant processes.[37] In particular, the aggregation of exposed
hydrophobic segments is expected to be highly dependent on
protein concentration. Therefore, we propose that MG is very
effective in the suppression of aggregation, which is probably
the major cause of inactivation at high protein concentration. On
the basis of these results we speculate that in vivo MG could play
an important role in the prevention of aggregation of nascent or
partially unfolded proteins at the huge protein concentrations
present in the intracellular milieu.


Materials and Methods


Materials : Bovine pancreatic ribonuclease A (MW�13700 Da) was
purchased from Boehringer Mannheim and used without further
purification after judging its purity by SDS-PAGE. Protein concen-
tration was determined by optical spectroscopy, with an extinction
coefficient of 9800 Lmol�1 cm�1 at 278 nm. We verified that this value
was independent of the presence of the different solutes examined
in this work. Yeast RNA (Boehringer Mannheim) from a single batch
was used as the substrate for RNase A in all the activity assays. All
other chemicals were of the highest purity available.


Purification of mannosylglycerate : Mannosylglycerate was purified
from Rhodothermus obamensis cells grown at 70 �C in a 300-L
fermentor on Degryse 162 medium, as described by Silva et al. ,[38]


containing 5% NaCl. The extraction and purification procedure was
essentially as described by Silva et al.[38] for the isolation of MG from
R. marinus. Fractions eluted from the QAE-Sephadex A25 column
(Amersham Pharmacia) were analysed by thin-layer chromatography
on silica gel coated aluminium sheets (silica gel 60 F254 , Merck) to
detect the elution of the three carbohydrates present in the extract
(MG, trehalose, and glucose). The solvent system was composed of
methanol/chloroform/acetic acid/water (25:10:4:2, v/v). Sugar spots
were visualised by spraying with �-naphthol/sulfuric acid solution
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followed by charring at 120 �C. Fractions containing MG were pooled
and lyophilised. To remove sodium and bicarbonate ions, the
samples were loaded onto an activated Dowex AG 50WX8 resin
(BioRad, 10� 2.5 cm) in the H� form and eluted with distilled water.
Subsequently, the fractions were pooled, degassed under vacuum,
and titrated with ultra pure 1 M potassium hydroxide solution. After
lyophilisation the sample had a yellowish colour which was removed
by molecular filtration in a Sephadex G10 column (Amersham
Pharmacia Biotech, 1.6� 55 cm) eluted with water. The sugar-
containing fractions were pooled and lyophilised. MG was quantified
by 1H NMR spectroscopy and potassium was determined by plasma
emission spectroscopy on a Jobin Yvon spectrometer (model JY24).
1H NMR spectra were recorded at 300.14 MHz on a Bruker AMX 300
spectrometer with a 5 mm inverse probe head. For quantification
purposes, spectra were acquired with a repetition delay of 60 s.
Formate and acetate were added as concentration standards. In this
work, samples with purity higher than 98% and containing a 1:1
proportion of MG and potassium were used.


Differential scanning calorimetry : DSC scans were performed on a
MicroCal VP-DSC MicroCalorimeter controlled by the VP-viewer
program and equipped with 0.51-mL cells. Calibration of temper-
ature and heat flow were carried out according to the MicroCal
instructions. Stock solutions of RNase A were prepared by dissolving
the protein in 0.1 M phosphate buffer (pH 6.0) and extensively
™washing∫ with the same buffer in a centricon tube (molecular
weight cut-off of 10 kDa). Solutions of the different solutes (KCl,
trehalose, or MG) at a concentration of 0.5 M were prepared by
dissolving these compounds in 0.1 M HPO2�


4 or H3PO4 solutions; the
desired final pH value was obtained by combination of these
solutions in a suitable proportion. An aliquot of the stock solution of
RNase A was added to the solute solution (2 mL) and concentrated
by ultrafiltration to the desired final protein concentration (0.2 ±
0.5 mgmL�1). The concentrated protein solution was used to fill up
the calorimeter cell, whereas the liquid that passed through the
membrane was used to fill the reference cell. The effect of the pH
value was examined over the range 2.0 ± 7.5. The high buffering
capacity of MG precluded the preparation of solutions at pH values
lower than 3.7. Prior to the calorimetric analysis, RNase A and
reference solutions were degassed for 8 min. In the DSC scans the
temperature was increased from 20 to 85 �C at a constant rate of
1 �Cmin�1. An overpressure of about 2 atm was applied to the
calorimeter cells to prevent bubble formation during heating. To
assess reversibility of the transition, a second scan was performed
with the same conditions as the first one.


DSC data analysis : Raw calorimetric data were converted into the
excess heat capacity of the RNase A unfolding by subtracting the
instrumental baseline recorded under identical conditions and
dividing it by the scan rate and by the sample protein concentration.
The calorimetric (�Hcal) and van't Hoff (�Hvh) enthalpies were
calculated by using the software supplied with the instrument. The
calorimetric enthalpy is the experimental value of the unfolding
energy process determined by numerical integration of the area
below the endothermic peak, while the van't Hoff enthalpy is based
on the peak shape and calculated by the van't Hoff equation. The
ratio between the van't Hoff and calorimetric enthalpies is equal to
1.0 in the case of a two-state unfolding process. For cooperative
processes involving more than one molecule, this ratio is greater
than 1.0. When there are intermediate species in the unfolding
mechanism, this ratio has a value lower.[39] The heat capacity change
upon unfolding, �Cp, was shown to be constant in the temperature
range studied[24, 26] and was determined from the slopes of the
calorimetric enthalpy as a function of temperature.


The number of protons taken up from the buffer, ��, was calculated


according to Equation (1), where
�Tm


�pH
was calculated from a


polynomial fit to the experimental values determined.[24]


�� � �Hvh�Tm�
ln10RT 2


m


�Tm


�pH
(1)


The entropy associated to the unfolding process of RNase A was
corrected to a reference pH value by using Equation (2), where the
subscript 0 refers to the reference pH value chosen.[24]


�S0 � �Hcal�Tm�
Tm


� ln10R


�pH0


pHm


���pH (2)


The Gibbs free energy change for unfolding at temperature T is given
by the Gibbs equation, �G��H� T�S


UV differential spectroscopy : The thermal denaturation of RNase A
was monitored by the change in absorbance at 278 nm by using an
Olis UV-Vis DW2 spectrophotometer with a cuvette with a 1-cm
pathlength. After an initial thermal equilibration, the sample and
reference cuvettes were heated by a circulating bath and the sample
temperature was monitored with a thermometer placed inside the
cuvette but away from the light beam. The average heating rate was
about 6 �Cmin�1. The integration time for each data point was
0.1 min.


Thermal denaturation curves monitored by UV spectroscopy were
analysed with the assumption of a two-state denaturation process.[40]


The data points within each assay were subtracted from the
absorbance value at 40 �C to correct for potential differences in the
protein concentration. The fraction of the protein in the denatured
state (�) and in the native state, (1��), were determined as a
function of temperature. The equilibrium constant (K��/(1��))
and the Gibbs energy change of this process (�G��RTlnK) were
calculated for each temperature. The melting temperature of the
protein was obtained by a linear regression of the Gibbs energy
change within the unfolding temperature range.


Activity assays : The endonuclease activity of RNase A was measured
indirectly by using a modification of the process described by
Greiner-Stoeffele et al.[41] Methylene blue is an acridine derivative
that, when intercalated in the RNA molecules, shifts its absorbance
maximum and can thus be used to monitor the digestion of RNA by
the enzyme. We verified that the absorbance at 694 nm was linearly
related with the RNA concentration. This proportionality was
temperature dependent and this was taken into account in the
activity calculation. Yeast RNA solution (15 mgmL�1) was prepared in
0.1 M phosphate buffer (pH 7.5), and the solution was kept cold to
prevent RNA degradation. The methylene blue solution was
prepared in the same buffer to give an absorbance of 1.0 at
694 nm and kept in the dark. One volume of the yeast RNA solution
was mixed with nine volumes of the methylene blue solution and
incubated at the assay temperature until the absorbance reached a
constant value (usually 10 ± 15 min). The reaction was started by
addition of circa 0.06 �g of RNase A and the progress of the reaction
was evaluated from the change in absorbance at 694 nm.


Heat inactivation of RNase A : The long-term thermostability of
RNase A was assessed in 0.1 M phosphate buffer (pH 7.5), in the
absence of solutes and in the presence of KCl, trehalose, and MG
(final concentration: 0.5 M). The effect of the protein concentration
was also studied by using solutions with an RNase A concentration of
15 or 645 �gmL�1. The protein solution was incubated at 80 �C;
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samples were withdrawn at different time intervals and immediately
assayed for RNase A activity at 50 �C as described above. In the case
of the concentrated protein solution, prior to the activity measure-
ment a suitable dilution was performed at the same temperature as
the stress in order to avoid any effects other than the dilution. The
half-life values were determined by an exponential decay fit to the
inactivation profile.
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Comparative Study of Purine and Pyrimidine
Nucleoside Analogues Acting on the Thymidylate
Kinases of Mycobacterium tuberculosis and of
Humans
Sylvie Pochet,[b] Laurence Dugue¬,[b] Gilles Labesse,[c] Muriel Delepierre,[d] and
He¬le¡ne Munier-Lehmann*[a]


Thymidine monophosphate kinase (TMPK) from Mycobacterium
tuberculosis (TMPKmt) is an attractive target for the design of
specific inhibitors. This fact is the result of its key role in the
thymidine pathway and of unique structural features in the active
site observed by X-ray crystallography, especially in comparison to
its human counterpart (TMPKh). Different 5-modified thymidine
derivatives, as well as purine and pyrimidine analogues or


C-nucleosides were tested on TMPKmt and TMPKh, and the results
were rationalized by docking studies. 5-Halogenated 2�-deoxy-
uridines are the best inhibitors of TMPKmt found and present the
highest selectivity indexes in favor of TMPKmt.


KEYWORDS:


inhibitors ¥ kinases ¥ purine ¥ pyrimidine ¥ nucleosides


Introduction


Nucleoside analogues such as zidovudine and stavudine, or
acyclovir and ganciclovir, have demonstrated strong antiviral
properties and are successfully used in the treatment of HIV or
herpes virus infections.[1] Administered as prodrugs, these
compounds are phosphorylated by cellular or viral kinases, and
the resulting nucleoside triphosphates have been shown to
inhibit viral DNA synthesis by different mechanisms.[2] The
enzymes involved in the first two steps of activation, thymidine
kinase (TK) and thymidine monophosphate kinase (TMPK), are
essential members of the thymine metabolic pathway. Similarly,
deoxycytidine analogues,[3] such as zalcitabine and gemcitabine,
are phosphorylated by deoxycytidine kinase and cytidine
monophosphate kinase. Characterization of the enzymes in-
volved in these phosphorylation steps is a prerequisite for the
design of new specific prodrugs or inhibitors.


In the case of anti-herpes-virus agents, the most frequently
used compounds are derivatives of guanine (acyclovir, ganciclo-
vir) or 5-substituted pyrimidines (brivudin, idoxuridine, triflur-
idine).[1] To be active on the viral DNA polymerases, these
compounds need to be phosphorylated to their triphosphate
forms. The first phosphorylation step is achieved by a virus-
encoded protein (HSV or VZV TK or CMV protein kinase) and is
therefore restricted to infected cells. After conversion of these
analogues into the corresponding monophosphates, they are
further phosphorylated to nucleoside diphosphates, by TK in the
case of the thymine derivatives or by cellular kinases in the other
cases. The crystal structure of HSV-1 TK[4] reveals the presence of
a fold common with the nucleoside monophosphate kinase
(NMPK) family, made up of a five-stranded parallel � sheet and


other additional structural elements. This fold, part of the protein
core, contains the active site. Moreover, an insertion loop of HSV-
1 TK is analogous to the LID domain of NMPKs, which covers the
active site upon binding of adenosine triphosphate (ATP). HSV-
1 TK and TMPKs exhibit an overall sequence identity below 16%.
However, crystal structures of binary complexes of TK[5, 6] or
TMPKs[7±10] revealed a similar orientation of the enzyme-bound
substrate relative to the catalytic centre. The position of the
substrate appeared shifted by about 2 ä after structure super-
imposition based on the strictly conserved residues.


[a] Dr. H. Munier-Lehmann
Institut Pasteur
Laboratoire de Chimie Structurale
des Macromole¬cules (URA CNRS 2185)
28, Rue du Dr Roux, 75724 Paris Cedex 15 (France)
Fax: (�33)14061-3963
E-mail : hmunier@pasteur.fr


[b] Dr. S. Pochet, L. Dugue¬
Institut Pasteur
Unite¬ de Chimie Organique (URA CNRS 2128)
28, Rue du Dr Roux, 75724 Paris Cedex 15 (France)


[c] Dr. G. Labesse
Centre de Biochimie Structurale (UMR 5048)
Faculte¬ de Pharmacie
Universite¬ de Montpellier I
34000 Montpellier (France)


[d] Dr. M. Delepierre
Institut Pasteur
Unite¬ de Re¬sonance Magne¬tique Nucle¬aire
des Biomole¬cules (URA CNRS 2185)
28, Rue du Dr Roux, 75724 Paris Cedex 15 (France)







Nucleoside Analogues Acting on Thymidylate Kinases


ChemBioChem 2003, 4, 742 ± 747 www.chembiochem.org ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 743


The recent characterization of TMPK from Mycobacterium
tuberculosis (TMPKmt) in our laboratory revealed new structural
and catalytic features, which make the enzyme a favored target
for antituberculosis drugs.[11] Some thymidine-5�-O-monophos-
phate analogues were shown to be inhibitors of TMPKmt.[11±13]


For therapeutic application, these analogues should be admin-
istered as nucleosides, which should be phosphorylated to their
nucleotide monophosphate counterparts by an M. tuberculosis
protein. However, there is no TK activity in this bacterium,[14, 15]


which seemingly renders the use of TMPKmt as a target invalid.
Our findings that 5-bromo-2�-deoxyuridine (5BrdU) and 3�-azido-
3�-deoxythymidine (AZT) are inhibitors of TMPKmt as potent as
their nonphosphorylated 5�-modified derivatives remove this
barrier.[16] No metabolic processing would be necessary for these
compounds to become pharmacologically active, which opens
new avenues in the search for specific inhibitors of TMPKmt as
antituberculosis drugs. Unlike in the treatment of anti-herpes-
virus infections, these compounds would directly act on their
target, TMPKmt.


In the study reported herein, the thymine moiety of thymidine
(dT) was explored in particular. Different purine and pyrimidine
nucleoside analogues, as well as C-nucleosides known to be
more stable in vivo and nonheterocyclic nucleosides, were
tested as inhibitors of purified TMPKmt. Some antiherpetic
inhibitors were selected, as their anabolism and catabolism have
been extensively studied. We also checked for specificity by
carrying out parallel tests on human TMPK (TMPKh) and the
experimental data were rationalized by docking studies.


Results and Discussion


The inhibitory potency of base-modified dT analogues was
tested on recombinant TPMKh, purified as described in the
Experimental Section, and on TMPKmt as described previously.[11]


From the known crystal structure of TMPKmt complexed with
dTMP (Protein Databank (pdb) accession number: 1G3U),[10] the
potential effect of chemical substitutions was analyzed. A
comparative analysis of the crystal structures of TMPKmt and
TMPKh (pdb accession number: PDB1E2Q),[17] was also per-
formed, to assess the selectivity of the explored compounds on
the two TMPKs.


The 5-position of the pyrimidine ring


Substitution of the 5-methyl group with a halogen atom or an
alkyl chain was explored first (Table 1). The 5-halogenated
deoxyuridines exhibited affinities for TMPKmt similar to those
of their corresponding nucleoside monophosphates, which are
substrates of this enzyme.[11] However, these compounds are
much less potent towards TMPKh in comparison to their
nucleotide counterparts: the Michaelis constant Km for dTMP
(5 �M) is 40 times lower than the inhibition constant Ki for dT
(180 �M). Despite significant structural similarities, TMPKmt and
TMPKh show only 23% sequence identity. Analysis of the active
site entrance in the vicinity of the 5�-position of the ribose
moiety highlighted significant amino acid differences (Figure 1).
We predicted that D163 in TMPKmt should be


Figure 1. Active site entrance of TMPKh and TMPKmt. TMPKmt (blue ribbon) and
TMPKh (red ribbon) are superposed. Side chains of F36, P37, Y39, and D163 of
TMPKmt are labeled, as are the residues at similar positions in TMPKh, while the
salt bridge between R45 and E149, only observed in TMPKh, is marked by black
lines. dTMP is in black for TMPKh and by atom type in TMPKmt as cocrystallized.


Table 1. Evaluation of the inhibitory potencies of 5-modified dU and AZdU
analogues.[a]


R2 OH N3


R1 Acronym TMPKmt TMPKh Acronym TMPKmt TMPKh
CH3 dT 27 180 AZT 28 450
H dU 1020 2550 AZdU 810 N.I.[c]


F 5FdU 212 N.I.[d]


Cl 5CldU 10 375 AZCldU 16 N.I.[b]


Br 5BrdU 5 214 AZBrdU 10.5 N.I.[b]


I 5IdU 33 350
CF3 5CF3dU 97 1020
OH 5HOdU 270 N.I.[b]


CH2OH 5HOMedU 820 2700
CH�CHBr (E) BVDU 625 1100
CH2CH3 5EtdU 1140 N.I.[d]


[a] Enzymatic assay conditions were as described in the Experimental
Section and the figures given correspond to the Ki values in �M. N.I. , no
inhibition detected at a final concentration of [b] 1 mMM, [c] 3 mM, and
[d] 4 mM.
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involved in hydrogen bonding to the 5�-hydroxy group of
nucleosides.[16] In TMPKh, this position is occupied by E149,
which forms a salt bridge with R45. This latter residue is
equivalent to Y39 in TMPKmt, which is connected to D163
through a bridging water molecule (W43). We propose that the
5�-hydroxy group moves to a position mimicking that of the
bridging water molecule in the TMPKmt/dTMP crystal. In TMPKh,
such a rearrangement would not be favorable because of the salt
bridge (R45 ± E149), which leads to an affinity of a nucleoside for
TMPKh lower than that of the corresponding nucleotide.
Consequently, the selectivity of nucleosides is in favor of
TMPKmt, with selectivity indexes (SI� Ki TMPKmt/Ki TMPKh)
between 2 (for 5-bromovinyl-2�-deoxyuridine (BVDU)) and 40 (for
5-chloro-2�-deoxyuridine (5CldU) and 5BrdU).


The presence of a chlorine or a bromine atom at the 5-position
of dU molecule increases its affinity, while that of an iodine atom
(bigger than a methyl group) does not. The presence of a
fluorine atom (smaller than a methyl group) results in a
decreased affinity of the same order as produced by the hydroxy
group. The most detrimental effect was observed on the
substitution of the 5-methyl group with a hydrogen atom (dU).
The same tendency was observed in the 3�-azido series, when
5-ClAZdU and 5-BrAZdU were compared to AZdU and AZT.
However, in contrast to TMPKmt, in which the 3�-azido group
confers an affinity better than or similar to that of the 3�-hydroxyl
counterpart, AZT exhibits a Ki value for TMPKh 2.5 times higher
than that of dT. The introduction of a bulky alkyl group other
than methyl at the 5-position (CF3, CH2OH, CH�CHBr) also
resulted in decreased affinity. Repulsion was expected from the
substitutions of the methyl group by larger groups as a result of
the numerous and close contacts observed in the dTMP/TMPKmt
complex (Figure 2). The improved affinity for TMPKmt observed


Figure 2. Orientation of dTMP in the active site pocket of TMPKmt. View from the
5-methyl group, showing the neighboring side chains of residues F36 and R74 and
the main chain atom of P37. Van der Waals contacts involving the methyl group
and hydrogen bonds with the nucleotide base atoms are represented as black
lines, and the protein backbone as blue ribbon. Side chains of interacting residues
are labeled, and the three water molecules involved in substrate binding are
shown.


with chloro and bromo derivatives is linked to the presence of
the positively charged residue (R74) in the vicinity of the methyl
binding pocket, otherwise made up only of hydrophobic side
chains (F36, P37). While similar residues are observed at
equivalent positions in TMPKh (R76, F42, and P43 respectively),
some variability is observed in the second shell of residues
surrounding the previously mentioned amino acids (e.g. : R45,
N75, and D121 in TMPKh instead of Y39, D73, and E124 in
TMPKmt). These latter residues do not interact directly with the
substrate but rather stabilize the side chains of amino acids
directly involved in base recognition. The substitution of second
shell residues might affect the flexibility of the substrate binding
pocket and/or the environment characteristics (hydrophobicity
or dielectric constant). These substitutions might explain the
distinct ordering of the 5-substituted analogues according to
their affinity for TMPKh compared to that for TMPKmt. Moreover,
these results suggest only little rearrangement in the vicinity of
the 5-methyl group upon binding to TMPKmt. Only isosteric and
isoelectronic substituents (Cl or Br) with respect to the methyl
group yielded inhibitors active below 10 �M. However a remark-
able property of these inhibitors resides in their relative
specificity, with the highest SI (around 40) in favor of TMPKmt.


Nature of the heterocyclic moiety


While the phosphate group was not essential for binding of dT
analogues to TMPKmt, comparison with enterobacterial ortho-
logues suggested that the aromaticity of the base moiety was
important in the case of TMPKmt because of ring stacking with
F70.[16] In TMPKh, the equivalent F72 is also believed to stabilize
the planar and aromatic base moiety. As expected, a decrease in
or the loss of the aromaticity of the base moiety results in lower
affinity for TMPKmt: dhdT and dhdU are both less effective than
dT (Table 2).


Purine and pyrimidine nucleosides were also tested on
TMPKmt and TMPKh (Table 2). dC and 5MedC bind poorly to
TMPKmt; the presence of a positively charged amino group at C4
instead of a carbonyl group appears to be detrimental. This
effect is less important in the case of TMPKh, which has a better
affinity for 5MedC (SI� 0.5), despite little structure change in the
vicinity of the charged amino group (see above), and might be
further enhanced in TMPKmt by the accompanying rearrange-
ment of the neighboring N100, which is hydrogen-bonded to
the hydrogen-bearing nitrogen N3 of dT. Again, the presence of
the 5-methyl group seems to improve the inhibitory effect.
Surprisingly the purine nucleosides dG and dA were equally
effective inhibitors of TMPKmt, with Ki values 2.5 ± 4.7 times
lower than those of cytidine analogues (5MedC or dC, respec-
tively). On the other hand, dI inhibits TMPKmt in the same
concentration ranges as 5MedC. The inhibition of TMPKmt by dG
was further characterized and shown to be noncompetitive with
respect to ATP and competitive with respect to dTMP (data not
shown), which indicates a specific interaction of dG with the
dTMP binding site. As already reported for other TMPKs,[18] dGMP
was not a substrate for TMPKmt but was a competitive inhibitor
with a Ki value of 117 �M. Other guanosine analogues modified in
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the sugar part of the molecule were tested on TMPKmt: acyclovir
(ACV) and ganciclovir (GCV) are less potent than dG (by factors of
2 and 4, respectively). Positioning of the purine analogues in
TMPKmt was based on conformations observed in their
respective complexes with HSV-1 TK, with the ribose moiety as
a main anchor. The impact of ribose moiety modification was
analyzed independently by evaluation of the potential inter-
action changes. Little rearrangement was required for the
binding to TMPKmt of acyclic polyols instead of ribose, while
numerous interactions were lost, in agreement with the
decreased affinity. In contrast, accommodation of the bulky
purine base moieties implies significant rearrangements of the
substrate-binding pocket, in particular reorientation of the N100
side chain. Favorable interactions might compensate for the cost
of these conformational changes as well as discrimination
between dI and dG (putative hydrogen bonding involving the
amino group N4 and the hydroxy group of S103).


Three C-nucleosides (�dU, �dT, dm�dU) related to dTand dU
were selected, as these compounds are more stable in vivo than
their corresponding N-nucleotides. The carbon�carbon bond
between the base and the sugar moiety has an increased
stability over the glycosidic carbon�nitrogen bond. Consequent-
ly, C-nucleosides are not degraded by nucleosidases. Inhibitory
data for these molecules are given in Table 2. dm�dU exhibits a
Ki value of over 5 mM, which might be explained by van der Waals
clashes between one of the two methyl groups and the N100
amide group. �dU and �dT are known to be isosters of dU and
dT, respectively,[19] with identical pKa values. Surprisingly, �dT
exhibits a poorer affinity for TMPKmt than �dU. Previously, the


presence of a methyl group or an isosteric and isoelectronic
substituent at the 5-position had yielded a better affinity, as in
the case of dT versus dU or of dhdT versus dhdU. A conforma-
tional analysis in terms of sugar puckering (N/S population) and
position of the base relative to the sugar (syn/anti orientation)
was therefore conducted for �dU and �dT. The structural
analysis, by high-resolution proton NMR spectroscopy, was
based on evaluation of interproton distances and analysis of
coupling constants. Interproton distances were evaluated by off-
resonance ROESY experiments to avoid Hartmann±Hahn arte-
facts.[20] To evaluate the percentage of C2� endo (S) and C3� endo
(N) conformers, a two-state analysis of sugar proton coupling
constants, taking coupling constant sums into account, was
conducted as described by Rinkel et al.[21] Both for �dU and for
�dT, this leads to about 70 ± 80% of C2� endo (S sugar)
conformers with a phase angle around 140� (anti conformers).
Although the population of the S conformer is quite high, it is in
the expected range for deprotonated C-nucleosides.[22] The
similar conformations of �dU and �dT observed in solution did
not shed more light on their respective inhibitory potencies. An
induced-fit rearrangement of the more flexible C-nucleosides or
of some protein side chains might therefore be involved. Indeed,
�dU is the only compound so far tested on TMPKmt that is
capable of interacting suitably with R74 and N100 in both anti
and syn conformations. In the syn conformation, the carbonyl
oxygen atom O2 would point toward the 5� hydroxy group of the
nucleoside, at hydrogen bonding distance. In dC and dU, such a
conformation would place a carbon atom in front of the N100
amide group.


Table 2. Base moiety screening.[a]


Compound TMPKmt TMPKh Compound TMPKmt TMPKh Compound TMPKmt TMPKh


dU 1020 2550 dhdU 2850 N.D. dA 280 N.I.[b]


dT 27 180 dhdT 475 N.I.[d] dG 270 N.I.[b]


dC 1320 N.D. �dU 94 N.I.[c] dI 570 N.D.


5MedC 690 350 �dT 1320 N.I.[d]


�dU N.I.[c] N.D.


[a] As in Table 1. N.D. , not determined; N.I. , no inhibition detected at a final concentration of [b] 2 mM, [c] 4 mM, and [d] 8 mM.
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Conclusions


This study has established that, for different nucleosides with
variations mainly on the base moiety, the best inhibitors of
TMPKmt are 5-halogenated thymidine analogues. Moreover,
these compounds are highly specific for TMPKmt in comparison
with TMPKh. Future investigations should aim to control the fate
of these analogues in cells. 5-Halogenated 2�-deoxyuridine
compounds are substrates for both TK1 and TK2.[23] To avoid
the phosphorylation of these compounds to their monophos-
phate derivatives by cellular TKs, other modifications on the
sugar moiety would be necessary. One possibility would be
modification at the 5�-position: in this case, the compounds
would no longer be substrates for TKs, with the drawback that
they might become inhibitors of TKs. Another possible way
would be modification at the 2�-position. It is known that 2�-
chloro-2�-deoxyuridine is not a substrate for TK1 and TK2, nor is it
an inhibitor of these enzymes.[24]


Experimental Section


Chemistry : 1H and 13C NMR spectra were recorded in DMSO-d6 on a
Bruker 400 MHz instrument. Exact mass measurements were per-
formed by J. Rozenski (Rega Institute for Medicinal Research, Leuven)
on a quadrupole/orthogonal-acceleration time-of-flight tandem
mass spectrometer equipped with a standard electrospray ionization
(ESI) interface. Samples were injected in MeOH/H2O (1:1). Thin layer
chromatography (TLC) was run on Merck silica gel (F254). Silica gel
column chromatography was carried out on Merck 9385 silica gel.
Unless otherwise stated, all chemicals were reagent grade, pur-
chased from commercial sources and used without further purifica-
tion.


2�-Deoxyadenosine (dA), 2�-deoxycytidine (dC), 2�-deoxyguanosine
(dG), and thymidine (dT) were purchased from ChemImpex. 2�-
Deoxypseudouridine (�dU), 1,3-dimethyl-2�-deoxypseudouridine
(dm�dU), pseudothymidine (�dT), 2�-deoxyuridine (dU), 5,6-dihy-
dro-2�-deoxyuridine (dhdU), 5,6-dihydrothymidine (dhdT), 5-hy-
droxy-2�-deoxyuridine (5hdU), 5-hydroxymethyl-2�-deoxyuridine
(5hmdU), 5BrdU, and 2�-deoxyinosine (dI) were purchased from
Berry & Associates. 5CldU, 5-fluoro-2�-deoxyuridine (5FdU), 5-iodo-2�-
deoxyuridine (5IdU), 5-trifluoromethyl-2�-deoxyuridine (5CF3dU),
AZT, ACV, GCV, and BVDU were purchased from Sigma±Aldrich.
5-Methyl-2�-deoxycytidine (5MedC) was a gift from P. Herdewijn
(Rega Institute for Medicinal Research, Leuven).


3�-Azido-2�,3�-dideoxyuridine (AZdU) was synthesized by the meth-
odology previously described.[25] 3�-Azido-2�,-3�-dideoxy-5-bromour-
idine (5BrAZdU) was synthesized by treatment of AZdU with acetic
anhydride, followed by bromination in acetic acid and subsequent
removal of the acetyl group with methanolic ammonia.[26] 5BrAZdU
was isolated by chromatography on a silica gel column, followed by
HPLC on a C18 reversed-phase column (10± 25% linear gradient of
acetonitrile in 10 mM triethyl ammonium acetate (TEAA) over 20 min)
in 61% yield. Rt�13.7 min; 1H NMR (DMSO-d6): �� 2.32 (m, 1H; H2�),
2.46 (m, 1H; H2��), 3.60 (m, 1H; H5�), 3.70 (m, 1H; H5��), 3.85 (m, 1H;
H4�), 4.39 (m, 1H; H3�), 5.36 (br s, 1H; 5�-OH), 6.03 (dd, J� 5.4, 1.0 Hz,
1H; H1�), 8.30 (s, 1H; H6), 11.80 (br s, 1H; NH) ppm; 13C NMR (DMSO-
d6): ��37.79 (C2�), 60.08 (C3�), 61.03 (C5�), 85.28, and 85.35 (C1� and
C4�), 96.57 (C5), 141.04 (C6), 150.56 (C2), 160.03 (C4) ppm. HRMS (ESI-
MS): calcd for C9H10BrN5O4Na� : 353.9814; found: 353.9815 [M�Na]� .


3�-Azido-2�,3�-dideoxy-5-chlorouridine (5ClAZdU) was synthesized by
C-5 chlorination with an electrophilic halogen reagent and sodium
azide as described for uridine or 2�-deoxyuridine.[27] Thus, 5�-acetyl-3�-
azido-2�,3�-dideoxyuridine was treated with N-chlorosuccinimide and
sodium azide in 1,2-dimethoxyethane, followed by deacetylation
with 0.1M sodium methoxide in methanol. 5ClAZdU was isolated
after purification by chromatography on a silica gel column followed
by HPLC on a C18 reversed-phase column (10 ± 25% linear gradient
of acetonitrile in 10 mM TEAA over 20 min) in 68% yield. Rt�
15.5 min; 1H NMR (DMSO-d6): �� 2.32 (m, 1H; H2�), 2.45 (m, 1H;
H2��), 3.62 (m, 1H; H5�), 3.70 (m, 1H; H5��), 3.85 (m, 1H; H4�), 4.38 (m,
1H; H3�), 5.30 (br s, 1H; 5�-OH), 6.03 (t, J�6.0 Hz, 1H; H1�), 8.30 (s, 1H;
H6), 11.8 (br s, 1H; NH) ppm; 13C NMR (DMSO-d6): ��37.72 (C2�),
60.11 (C3�), 61.06 (C5�), 85.24 (C1� and C4�), 108.03 (C5), 138.54 (C6),
150.45 (C2), 160.03 (C4) ppm. HRMS (ESI-MS): calcd for
C9H10ClN5O4Na� : 310.0315; found: 310.0319 [M�Na]� .


High-resolution NMR spectroscopy : High-resolution 1H NMR spec-
tra for the conformational analysis of�dU and�dTwere recorded on
a Varian Inova 500 MHz spectrometer equipped with a triple
resonance, pulsed field gradient probe with an actively shielded
z gradient. The concentration of the samples was 15 mM and the
pH value (7.6) was in the same range as in the kinetics measurements.
All spectra were recorded at 30 �C in D2O. Chemical shifts are given
with respect to sodium 2,2-dimethyl-2-silapentane 5-sulfonate (DSS)
as internal reference. DQF-COSY, TOCSY, and off-resonance ROESY
spectra were recorded with a spectral width of 4 kHz in both
dimensions, a 90� pulse of 4.4 ms, 2 K (F1)� 2 K (F2) point data sets,
zero-filled to 4 K in the F1 dimension and by use of 16, 8, and 32
scans per increment, respectively. The off-resonance ROESY experi-
ment was recorded with a 11.4 kHz effective spin lock field generated
by a series of 30� pulses over 400 ms with a recycle delay of 5 s. To
avoid Hartmann±Hahn artefacts,[20] the offset of the spin lock carrier
was shifted by approximately 8 kHz from the centre of the spectrum
in order to create an angle of 54.7� between the effective spin lock
axis and the static magnetic field. These 1H NMR experiments were
processed by use of shifted sine-bell windows in both dimensions.


Cloning of the human tmk gene and purification of TMPKh
overexpressed in Escherichia coli : The 636-bp fragment corre-
sponding to tmk gene coding for TMPKh was amplified by PCR[28]


with cDNA from SK melanoma cells as the matrix. The two synthetic
oligonucleotides used for amplification were 5�-ggaattcca-
tatggcggcccggcgcggg-3� and 5�-ccggctcgagtcacttccatagctcccccag-
3�. During amplification, NdeI and XhoI restriction sites (in bold letters
in the oligonucleotide sequences) were created at both ends of the
amplified fragment. After digestion by NdeI and XhoI, the amplified
gene was inserted into the pET28a plasmid (Novagen, Inc.) digested
with the same enzymes. Two clones containing the tmk gene and
overexpressing TMPKh with a His-Tag at the N-terminal end were
characterized. One of these clones was kept for further studies and
the corresponding plasmid was named pHL50-7. The DNA insert was
sequenced by the double-stranded dideoxynucleotide sequencing
technique[29] in order to verify the absence of any mutational events
in the course of amplification. The BL21(DE3)/pDIA17 E. coli strain,[30]


transformed with pHL50-7 plasmid, was grown in 2YT medium
containing chloramphenicol (30 �gmL�1) and kanamycine
(70 �gmL�1) until the absorbance at 600 nm, A600 reached 1.5. After
induction with 1 mM isopropyl-�-D-thiogalactopyranoside and
growth for 3 h at 37 �C, cells were harvested, resuspended in buffer A
(50 mM phosphate buffer, pH 7, containing 300 mM NaCl, 5 mM


imidazole, and protease inhibitors (Complete ethylenediamine-
tetraacetate-free, Roche)) and broken by sonication. After centrifu-
gation at 14000 rpm for 30 min at 4 �C, the supernatant was placed
on a TALON column (Clontech Laboratories, Inc.) pre-equilibrated
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with buffer A. The column was extensively washed with buffer A and
the protein was eluted with phosphate buffer (50 mM, pH 7)
containing NaCl (300 mM) and imidazole (150 mM). Fractions with
enzymatic activity were pooled and dialysed against tris(hydrox-
ymethyl)aminomethane (Tris)-HCl (50 mM, pH 7.4) and 20% glycerol
and kept at �20 �C.


Enzymatic assays : Activity was determined as described previous-
ly[31] by the coupled spectrophotometric assay at 334 nm in an
Eppendorf ECOM 6122 photometer. The reaction medium (0.5 mL
final volume) contained Tris-HCl (50 mM, pH 7.4), KCl (50 mM), MgCl2
(2 mM), NADH (0.2 mM), phosphoenol pyruvate (1 mM), and lactate
dehydrogenase, pyruvate kinase, and nucleoside diphosphate kinase
(2 units each). 1 unit enzyme activity corresponds to 1 mmole
product formed in 1 min at 30 �C and pH 7.4. The concentrations of
ATP and dTMP were kept constant at 0.5 mM and 0.05 mM,


respectively, whereas the concentrations of analogues varied
between 0.005 and 8 mM. Equation (1) was used to calculate the Ki


values with the aid of Equations (2) and (3) (classical competitive
inhibition model following the Lineweaver ± Burk representation):


Ki � Km�I�
�v�vi � 1��Km � �S�� (1)


v � Vm�S�
�S� � Km


(2)


vi � Vm�S�
�S� � Km�1 ��I��Ki�


(3)


where v and vi are the reaction velocities in the absence and in the
presence of the analogue at a concentration [I] , respectively, Km is
the Km value for dTMP (4.5 �M for TMPKmt and 5 �M for TMPKh), and
[S] is the concentration of dTMP (50 �M).


Molecular modeling and docking studies : Three-dimensional
structure visualization and manual superimposition were performed
with the XmMol software.[32a] Structure-driven sequence alignments
and sequence-dependent structure superpositions were performed
by use of in-house software.[32b] Simple substitutions were per-
formed on the substrate molecule in the dTMP/TMPKmt complex.[10]


The more divergent analogues (compounds with a base or a sugar
moiety different from thymine or ribose, respectively), which
includes those crystallized in complexation with HSV-1 TK, were
docked in the crystal structure of TMPKmt by using the similarity
with the original substrate. This allowed a visual inspection of the
structures of the complexes and analysis of the ligand±protein
contacts.
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Tamoxifen Derivatives for Delivery of the Anti-
tumoral (DACH)Pt Group: Selective Synthesis by
McMurry Coupling, and Biochemical Behaviour**
Siden Top,*[a] El Bachir Kaloun,[a] Anne Vessie¡res,[a] Guy Leclercq,[b] Ioanna LaÔos,[b]


Miche¡le Ourevitch,[c] Christine Deuschel,[d] Michael J. McGlinchey,[e] and
Ge¬rard Jaouen*[a]


The goal of our study was to potentiate the effects of the ((R,R)-
trans-1,2-diaminocyclohexane)-platinum(II) fragment [(DACH)Pt] ,
known for its cytotoxic properties, either with tamoxifen (Tam), the
most widely used antiestrogen in the treatment of hormone-
dependent breast cancers, or with its active metabolite hydroxy-
tamoxifen (hydroxy-Tam). We coupled Tam or hydroxy-Tam
derivatives bearing a malonato group at the para position of the
� aromatic ring with the (DACH)Pt fragment. The malonato-Tam
and malonato-hydroxy-Tam compounds were prepared through
McMurry coupling of the appropriate ketones. The presence of the
malonate group resulted in a pronounced stereospecificity in the
reaction, since malonato-Tam was obtained only as the Z isomer,
while malonato-hydroxy-Tam was obtained as an 80/20 E/Z
mixture. Attribution of the isomeric structures was achieved by 2D
NMR spectroscopy. The platinum complexes (DACH)Pt-malonato-
Tam and (DACH)Pt-malonato-hydroxy-Tam were then prepared by
coupling the barium salts derived from the malonato-Tam and


malonato-hydroxy-Tam with the nitrate derived from (DACH)PtCl2 .
Study of the biochemical properties of these two platinum
complexes showed that, while the hydroxy-Tam complex is
satisfactorily recognized by the estrogen receptor (relative binding
affinity, RBA� 6.4%), the Tam complex is less well recognized
(RBA� 0.5%). The effects of these complexes on two hormone-
dependent breast cancer cell lines (MCF7 and MVLN) were studied
in vitro. Both complexes showed an antiproliferative effect on
MCF7 cells, and an antiestrogenic effect on MVLN cells. The
observed effects appear to be essentially antihormonal, since
incorporation of the (DACH)Pt fragment into the tamoxifen
skeleton did not cause an increase in the cytotoxicity of the
complexes.


KEYWORDS:


antitumor agents ¥ bioinorganic chemistry ¥ breast cancer ¥
platinum ¥ tamoxifen


Introduction


Chemotherapeutics often have to deal with the nonspecificity of
available drugs, which may affect healthy as well as tumorous
cells and give rise to secondary effects of varying severity. To
overcome this problem, the active principle may be targeted to a
specific site by use of, for example, hormone± receptor or high-
affinity antigen± antibody systems. Estradiol, bound to its
specific receptor, plays an important role in the development
of certain hormone-dependent cancers, which include two out
of three breast cancers.[1±3] Tamoxifen, the archetypal selective
estrogen receptor modulator (SERM), is the drug most com-
monly used to combat these cancers. Its active metabolite,
hydroxytamoxifen, binds to the estrogen receptor with a relative
binding affinity almost 100 times higher than that of tamoxifen
and produces enhanced antiestrogenic activity in vitro.[4±8] We
have recently shown that ferrocene, an organometallic com-
pound, can be used to potentiate the activity of tamoxifen when
a ferrocenyl moiety is substituted for the aromatic � ring of
tamoxifen to yield the ferrocifens.[9, 10]


The hydroxyferrocifens show an activity at least equal to that
of tamoxifen in the case of cell lines containing the estrogen �
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receptor (for example, the MCF7 cell line), but their most
interesting characteristic is their antiproliferative activity on cell
lines that do not contain the � form of the estrogen receptor, but
instead contain the � form (such as MDA-MB231[11] ). This
discovery provided the impetus to examine the behaviour of
other transition metals in the same context.[12, 13] Of the transition
metals, platinum is the most widely used in oncology. It is
administered in the form of cisplatin [cis-dichlorodiamminepla-
tinum(II) ] , a drug discovered by Rosenberg more than thirty
years ago,[14±16] and is particularly efficacious against testicular
and ovarian cancers. We therefore felt it would be interesting to
synthesize platinum complexes attached to the tamoxifen
framework. Care is required, however, in selecting the ligands
to be bonded to platinum when de-
signing a therapeutic molecule. Cispla-
tin itself is not without disadvantages,
notably various secondary effects that
are not well tolerated by patients,
together with its lack of effectiveness
against a number of cancers, notably
breast cancer. In addition, attempts to
couple cisplatin to derivatives of estra-
diol or nonsteroidal estrogen did not
give conclusive results.[17±19] Another
consideration is that of resistance,
which may build up after prolonged
use of the drug. To overcome these
problems, researchers have synthe-
sized a very large number of analogues
of cisplatin.[20±23] Of the thousands of
new molecules synthesized, only about
30 have succeeded in reaching the
clinical trial stage,[5, 24] and of these only
half a dozen have received approval for
clinical use. Two are currently in routine
use: carboplatin [cis-diammine-1,1�-cy-
clobutanedicarboxylate platinum(II) ]
and oxaliplatin [(R,R)-trans-1,2-diami-
nocyclohexaneoxaloplatinum(II) ] .


Carboplatin is a distinct improve-
ment over cisplatin, showing similar


activity but with lower toxicity. Oxaliplatin, in which the ((R,R)-
trans-1,2-diaminocyclohexane)platinum fragment–(DACH)Pt–
is bonded to an oxalate ligand, is available under the tradenames
Eloxatine, Dacplat, or Dacotin and is a third generation drug
effective against certain cisplatin-resistant cancers such as
colorectal cancer.[25±29] Biochemical tests have shown moderate
antiproliferative activity for oxaliplatin on MCF7 cells derived
from a hormone-dependent breast cancer with an IC50 value
(concentration required to give 50% inhibition) of 7.4 �M.[30] We
therefore decided to test the viability of using tamoxifen, a
known effective antiestrogen, as the vector for delivery of a
recognized cytotoxic fragment, (DACH)Pt, into hormone-de-
pendent breast cancer cells. Here we report the synthesis and 2D
NMR spectroscopy identification of derivatives of tamoxifen or
hydroxytamoxifen substituted at the para position of the �


aromatic ring by a malonato moiety that is in turn complexed to
the (DACH)Pt fragment. This synthesis was followed by a study of
biological properties of these compounds, specifically their
affinity for the estradiol receptor and their in vitro effects on
hormone-dependent breast-cancer-derived cell lines (MCF7 and
MVLN).


Results and Discussion


The first step of the synthetic sequence is the preparation by
McMurry coupling of the malonates 7 and 8 (Scheme 1), derived
from tamoxifen and hydroxytamoxifen, respectively, followed by
ester hydrolysis and formation of the corresponding barium salts
11 and 12 (Scheme 2, see below). Malonate is used here in place


Scheme 1. Synthetic route to complexes 7 and 8 ; the double-headed arrows indicate observed NOE interactions
between the indicated protons. a) NaH, tetrahydrofuran (THF) ; b) dimethylformamide (DMF), Cl(CH2)3NMe2HCl;
c) TiCl4 , Zn, THF.
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of the oxalate ligand of oxaliplatin because an extra carbon atom
is required in order to provide a link to the tamoxifen skeleton.
The nitrate salt (DACH)Pt(NO3)2 (10), prepared concurrently, is
then coupled to the malonates 11 and 12 to give the expected
products (DACH)Pt-malonato-Tam (13) and (DACH)Pt-malonato-
hydroxy-Tam (14), respectively.


Synthesis of the tamoxifen- and hydroxytamoxifen-derived
malonates 7 and 8


The McMurry coupling procedure has proved very effective in
the synthesis of ethylenic compounds such as tamoxifen.[31] This
reaction has also been successfully applied in our laboratory to
the syntheses of ferrocifens, the ferrocenyl analogues of
tamoxifen.[10, 32] Normally a mixture of Z and E isomers is
obtained, with only moderate selectivity. Owing to its relative
ease of employment, we also selected this synthetic strategy for
the synthesis of the desired platinum compounds.


Diethyl (4-propionylphenyl)malonate (2), prepared by a
Friedel ±Crafts reaction between ethyl phenylmalonate (1) and
propionyl chloride in the presence of AlCl3 in dichloromethane at
60 �C, furnished only the para-substituted compound in 95%
yield (Scheme 1). The ketones 4-hydroxybenzophenone (3) and
4,4�-dihydroxybenzophenone (4) were functionalized to give 5
and 6, respectively, by treatment with 3-chloropropyldimethyl-
ammonium chloride. The reaction with 4,4�-dihydroxybenzo-
phenone has previously been reported to give a mixture of
mono- and disubstituted products,[9] but this problem was
avoided in the current case by carrying out the reaction in DMF
and by use of NaH as the base, which gave essentially only the
monosubstituted ketones 5 and 6. Finally, the McMurry coupling
reaction between the malonic derivative 2 and ketone 5 or 6 in
the presence of the reagent TiCl4/Zn in THF gives 7 and 8. In the
case of ketone 5 the reaction is very selective, giving almost
exclusively the isomer 7-Z, structurally determined by NMR
spectroscopy (see below). With ketone 6, however, the coupling
is less selective and an 80/20 E/Z mixture is obtained.


Determination of the structure of 7 by NMR spectroscopy


Gauthier et al. recently succeeded in identifying the Z and E
isomers of hydroxytamoxifen and toremifen by NMR spectro-
scopy,[33] specifically from an NOE study that revealed the
proximity of the methylene protons of the ethyl group and the
ortho protons of the neighbouring aromatic rings. Since use of
this technique requires definitive attribution of all the aromatic
protons, we decided to study compound 7, the precursor of 13,
since it is a somewhat simpler molecule. Use of other 2D NMR
techniques (COSY, NOESY, HMQC, and HMBC) permitted defin-
itive assignment of all the protons and carbon atoms, as well as
of the Z configuration of the compound.


The NOESY spectrum of 7 shows a nuclear Overhauser
interaction between the methine proton of the CH(CO2Et)2
group, which resonates at 4.52 ppm, and the aromatic proton
resonance at 7.20 ppm, which must be the meta protons of the �
ring (Scheme 1). 1H ± 1H COSY together with HMBC and HMQC
experiments allow the complete attribution of all the remaining


protons and carbon atoms of this aryl ring. Similarly, an NOE
correlation between the OCH2 protons of the amine chain, at ��
3.85, and the meta protons of the �� ring (at ��6.52) allows one
to identify all the other resonances attributable to that particular
aryl group. In a similar fashion, all proton and carbon resonances
in the molecule were assigned unambiguously. The Z config-
uration attributed to 7 is unequivocally confirmed by the
existence of NOE effects not only between the ortho protons of
the �� ring and the ortho and meta protons of the � ring, but also
between the ortho protons of the � ring and the methylene and
methyl groups of the ethyl substituent, as indicated in Scheme 1.


The high stereoselectivity of the coupling reaction between
ketones 2 and 5, with exclusive formation of the isomer 7-Z, is
perhaps surprising. In contrast, the coupling between 2 and 6
gives a mixture of the two isomers in an 80/20 ratio, with an
excess of the isomer 8-E over 8-Z, based on the NMR study. The
OCH2 signal of the amine chain is generally observed at a higher
field for the Z than for the E isomer.[32] In fact, the NMR spectrum
of the mixture 8 shows an intense triplet at �� 4.04 and a weak
triplet at �� 3.88 for the OCH2 protons, suggesting that the 8-E
isomer is predominant, a result in complete agreement with that
obtained by Gauthier et al.[33] These authors showed that the
coupling between propiophenone and dihydroxybenzophe-
none monoprotected by a trimethylacetoxy group gave pre-
dominantly one isomer in an E/Z ratio of 14:1.


One is tempted to explain these observations in terms of a
pre-complexation (see Scheme 1) such that an ester carbonyl
group in 2 and the ether oxygen atom (and possibly even the
nitrogen atom) in 5 are linked to the same Lewis acid site (in
either a titanium or zinc chloride), which would favor the Z
isomer. In contrast, when the diaryl ketone has two possible
donor sites, OH or OR, as in 6, it is the hydroxy group that takes
precedence and determines the more favored stereochemistry.


Synthesis of platinum complexes 13 and 14


The synthetic route used for the preparation of the platinum
compounds 13 and 14 is shown in Scheme 2. (DACH)PtCl2 (9)
was first allowed to react with silver nitrate in water in the dark to
give the nitrate salt 10.[34, 35] One method used for the coupling
reaction between the malonate and the nitrate of Pt is to
transform the malonate into its barium salt before allowing it to
react with the nitrate.[36±38] The malonate derivative 7 was
therefore first allowed to react with Ba(OH)2 ¥ H2O in aqueous
solution, whereupon the barium salt 11 was recovered in the
form of a white precipitate, and subsequently allowed to react
with the nitrate 10 in water. After the reaction had been allowed
to continue overnight, the (DACH)Pt derivative of tamoxifen, 13,
was obtained in 60% yield. This compound is insoluble in
organic solvents such as diethyl ether, tetrahydrofuran, or
acetone, but is soluble in methanol. The IR spectrum shows
the two characteristic peaks of the Pt�OCOR bond at 1630 and
1604 cm�1. The (DACH)Pt derivative of hydroxytamoxifen, 14,
was obtained by the samemethod from its malonate precursor 8
in 58% yield.
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Biochemical studies of the platinum complexes 13 and 14


Biochemical testing was carried out with 13 (the Z isomer
exclusively) and 14 (mixture of the Z and E isomers in 20/80
ratio). It is known that the antiproliferative effects of certain
platinum-derived drugs, such as cisplatin, are not evident until
after hydrolysis, which occurs over several hours.[39] In the case of
a malonate ligand bound to platinum, as in complexes 13 and
14, the hydrolysis is slower; a half-life of 11 days has been
reported for a complex of this type (namely, D,L-trans-1,2-
diaminocyclohexane)malonatoplatinum(II).[40]


Measurement of relative binding affinity (RBA) for the
estradiol receptor


The first biochemical test performed was to determine whether
or not the new compounds retained their binding affinity for the
estradiol alpha receptor, by measurement of their RBA values for
this receptor. As would be expected, compound 14, which bears
an OH group, is adequately recognized by the estradiol receptor
(RBA� 6.4). This value, however, is lower than that found for the
malonate precursor 8 (RBA� 20.5) or for the corresponding
hydroxyferrocifen (RBA� 11.5),[9] which is easily explained by the
presence of a phenyl group bearing the para-malonato-
(DACH)Pt substituent, a much bulkier substituent than the
malonate or the ferrocene entity. Unsurprisingly, the value found


for 13, a molecule lacking an OH group, is sharply lower
(RBA�0.5). The RBA measurements discussed above
were taken on cellular extracts (cytosol) from sheep
uterus. Other RBA measurements can also be taken
from breast-cancer-derived cell cultures (MCF7), which
contain an elevated level of the alpha form of the
estradiol receptor (ER�). In this case, as in those of other
triphenylethylene derivatives,[41] the RBA values ob-
tained are approximately ten times lower than those
measured in cytosol.


Study of the in vitro effects of 13, 14, and (DACH)PtCl2
on hormone-dependent cell lines (MCF7 and MVLN)


The proliferative/antiproliferative effects of compounds
13, 14, and (DACH)PtCl2 were first studied on MCF7
cells, and the results obtained after 5 days of incubation
are shown in Figure 1. Complex 14, corresponding to
hydroxytamoxifen bearing the (DACH)Pt fragment,
shows clear antiproliferative activity on these cells,
with an IC50 value of 4 �M. This value is better than that
found by us for (DACH)PtCl2 on this cell line (IC50�
6.3 �M) as well as the value reported in the literature
for the oxaliplatin (IC50� 7.4 �M).[30] The effect found for
13, the nonhydroxylated complex, is weaker (IC50�
14 �M) than that of 14. Since compound 13, with no
hydroxy group, was less well recognized by the
receptor, it appears that the observed effect with these
complexes is essentially an antiestrogenic effect, while
the antiproliferative effect observed with (DACH)PtCl2


Figure 1. Study of the effect of hydroxytamoxifen (HO-TAM), 13, 14, and
(DACH)PtCl2 (15) on the proliferation of MCF7 cells (estrogen-receptor-positive
cells). The results are expressed as the percentage of DNA in the sample versus the
DNA content of the control after 5 days of culture. Experiments were carried out in
triplicate and results are shown� limits of confidence (P� 0.1, t� 1.415). The
values in brackets correspond to the log of the molarity of incubation.


Scheme 2. Synthetic route to complexes 13 and 14. a) H2O; b) Ba(OH)2, 8H2O, MeOH; c)10,
H2O.
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can be attributed to its known cytotoxicity. To verify this
hypothesis, the effects of the compounds on MVLN cells were
studied. These cells are MCF7 cells stably transfected with a
reporter gene allowing expression of the firefly luciferase
enzyme under the control of an estrogen response element
(pVit-tk-Luc-ERE).[42] A decrease in observed luminescence
(% RLU) is directly correlated with the expression of an
antiestrogenic effect (inhibiting the expression of the ERE-
dependent gene). The results obtained after a short period (24 h)
with 13, 14, (DACH)PtCl2, and RU 58668, a pure antiestrogen
used as a reference, are shown in Figure 2. As expected,


Figure 2. Study of the antiestrogenic effect of the pure antiestrogen RU 58668
(16), 13, 14, and (DACH)PtCl2 (15) on MVLN cells (MCF7 cells stably transfected
with an estrogen response element, which allows expression of the luciferase
enzyme). The results are expressed as the percentage of luciferase activity (% RLU)
after 24 h culture. The mean values from duplicate experiments are shown�
limits of confidence (P� 0.1, t� 1.638) except for 15 (one experiment). The values
in brackets correspond to the log of the molarity of incubation.


RU 58668 shows a marked effect, while (DACH)PtCl2 has no effect
on this cell line. Complex 14 has an inhibitory effect at molarities
of 1 �M and 10 �M, while 13 has an effect only at high molarity
(10 �M). These results confirm that the observed effect is
essentially antihormonal. Addition of the (DACH)Pt entity to
tamoxifen or hydroxytamoxifen produces no marked additive or
synergic effect on their antiproliferative potencies, as observed
in vitro on MCF7 cell lines. An interesting possibility, raised by a
perceptive reviewer, is that the observed RBA values for the
platinum complexes 13 and 14 may be attributable to hydrolysis
products. However, the ester precursor 8 in fact shows a
markedly higher RBA value (20%) than that of the platinum
complex. When hydrolyzed, the diester 8 yields the correspond-
ing dicarboxylic acid, which spontaneously loses carbon dioxide
to form the monocarboxylic acid. However, there is no
detectable hydrolysis under the conditions (3 h at 0 �C) at which
the RBA values were measured.


Conclusion


The goal of this study was to examine the antiproliferative
activity of complexes resulting from the coupling of an inorganic
cytotoxic moiety–(DACH)Pt–with an antiestrogen on hor-
mone-dependent cells lines (MCF7 and MVLN). After synthesis
and characterization of nanovectors complexed with Pt, bio-
chemical studies showed that for certain complexes, such as 14,
recognition of the estrogen receptor remained good. In addition,
attachment of a vector to (DACH)Pt produced, under certain
conditions, an antiproliferative effect greater than that of the
uncomplexed (DACH)Pt molecule. Here it is worth considering
the favorable antiestrogenic effect of the vector at concentra-
tions in the micromolar range. At these concentrations platinum
has no determining synergic effect that could give rise to a new
SERM with improved therapeutic potential. This is a topic that
represents a considerable current challenge, and has in fact led
us to undertake the systematic study of organometallic and
coordination complexes that can be delivered to specific targets,
including, in the case of breast cancers, the estrogen receptors.
Results have been varied, which justified a systematic approach
that has proved to be full of surprises.


Examination of all the currently available data gives rise to the
following differing situations:
a) The antiproliferative effect is due to the vector, and the


organometallic moiety does not improve the effects of the
SERM, no matter what concentration is used. In particular, this
is the case for the hydroxytamoxifen derivative bearing a
CpRe(CO)3 group, which behaves almost identically to
hydroxytamoxifen.[12] These stable species have future prom-
ise for use with radionuclides of Re and Tc.[43]


b) The effect of the organometallic moiety counteracts the
antiestrogenic behaviour of the vector and produces a
species with proliferative activity; this is the case with the
Cp2TiCl2 entity, which, when attached to tamoxifen, behaves
as a powerful estrogen, probably as a result of in situ release
of a Ti(IV) species.[13]


c) A synergy exists between the cytotoxic organometallic
moiety and its organic vector, which results in unique
antiproliferative effects on breast cancer cells classed ER(�)
and ER(�).[9, 10]


d) Finally, there is the case seen above, in which coupling of the
antiestrogenic skeleton to a cytotoxic inorganic moiety
results in a product with properties superior to those of the
coordination complex alone, but the principal antiprolifer-
ative component appears to be associated with the anti-
estrogenic organic skeleton.
The synergy of the two components, one antiestrogenic


and the other cytotoxic, is not obvious, which suggests
that targets other than ER�, for example ER�, calmodulin,
protein kinase C, or growth factors, either binding anti-
estrogens or undergoing antiestrogenic action, may be impli-
cated.[44, 45]


It is clear that the range of possibilities is broad, varied, and
currently unpredictable. A systematic study combining chem-
istry and biology is the only option in the search for new SERMs
with novel properties.
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Experimental Section


General remarks : Anhydrous THF and anhydrous diethyl ether were
obtained by distillation from sodium/benzophenone. Methanol
(Prolabo) was used without any further purification. Dichloro((R,R)-
trans-1,2-diaminocyclohexane)platinum–(DACH)PtCl2–was a gift
from Debiopharm (Lausanne, Switzerland); all the others reagents
were obtained from Aldrich. Thin layer chromatography was
performed on silica gel 60 GF254. Infrared spectra were obtained
on an FTIR BOMEM Michelson-100 spectrometer, 1H and 13C NMR
spectra were recorded on Bruker 200 MHz and 400 MHz spectrom-
eters, mass spectra were acquired on a Nermag R 10±10C spec-
trometer, and melting points were measured with a Kofler device.
Elemental analyses were performed by the regional microanalysis
department of the Universite¬ Pierre et Marie Curie. High resolution
mass spectrometry (HRMS) was performed at the Ecole Normale
Supe¬rieure, Paris. The ketone 5 was prepared by a literature
procedure.[4]


Diethyl 4-propionylphenylmalonate (2): Diethyl phenylmalonate
(5.000 g, 22 mmol) and propionyl chloride (2.43 mL, 23.6 mmol) were
dissolved in CH2Cl2 (60 mL) in a Schlenk tube purged with argon.
AlCl3 (8.40 g, 63 mmol) was added to the mixture in small portions
(solid), with stirring. The red solution obtained was heated at reflux
for 12 h, the solvent was evaporated, and the organic products were
extracted with dichloromethane. After solvent removal, the crude
product was purified by silica gel column chromatography with
diethyl ether/pentane (3:7) as eluent to give 2 (6.080 g), isolated as a
yellow oil, in 95% yield (Rf� 0.2, diethyl ether/pentane 8:2). 1H NMR
(200 MHz, CDCl3): �� 7.90 (d, J� 8.2 Hz, 2H; aromatic), 7.46 (d, J�
8.2 Hz, 2H; aromatic), 4.64 (s, 1H; CH(COOCH2CH3)2), 4.17 and 4.16
(2�q, 2� 2H; CH3CH2OCO), 2.93 (q, J�7.2 Hz, 2H; CH3CH2), 1.20 (t,
6H; CH3CH2OCO), 1.18 (t, 3H; CH3CH2CO) ppm.


[4-(3-Dimethylamino-propyloxy)-phenyl]-4�-hydroxyphenyl-ke-
tone (6): NaH (1.87 g) was washed with hexane (10 mL) in a Schlenk
tube purged with argon. 4,4�-dihydroxybenzophenone (5.00 g,
23.36 mmol) in THF (20 mL) was added. After the mixture had been
stirred for 20 min, freshly distilled DMF (50 mL) was added,
followed by (3-chloropropyl)dimethylamine hydrochloride (4.00 g,
25.30 mmol) in solid form (4 portions). After the mixture had been
heated at reflux for 30 min, a white precipitate of 6 had formed. The
solution was concentrated and allowed to cool to room temperature,
and the white precipitate obtained was isolated by filtration to give 6
(4.47 g; 64%), m.p. : 180 �C. 1H NMR (200 MHz, CD3OD): �� 7.79, 7.74,
7.05 and 6.95 (4�d, 8H; aromatic rings), 4.16 (t, J� 6.4 Hz, 2H;
OCH2CH2CH2N(CH3)2), 2.42 (t, J� 6.9 Hz, 4H; OCH2CH2CH2N(CH3)2),
2.18 (s, 6H; OCH2CH2CH2N(CH3)2), 1.94 (m, 3H; OCH2CH2CH2N-
(CH3)2) ppm; elemental analysis: calcd (%) for C18H21O3N: C 72.22, H
7.07, N 4.68; found C 72.11, H 7.11, N 4.61.


Tamoxifen malonate derivative 7: TiCl4 (4.25 mL, 38.4 mmol) was
added dropwise at �10 �C to a suspension of zinc powder (1.50 g,
22.9 mmol) in THF (160 mL). A solution of ketone 2 (2.71 g,
9.24 mmol) and ketone 5 (2.80 g, 9.89 mmol) in THF (10 mL) was
added dropwise, and the resulting mixture was then heated for 3 h.
After cooling to room temperature, the mixture was hydrolyzed with
NaHCO3 solution (10%, 20 mL). After ether extraction (3�100 mL)
and solvent removal, the crude product was chromatographed on a
silica gel column with ethyl ether/pentane (3:7) as eluent to give 7
(2.30 g, 85%) as a white solid. M.p. : 79 �C; 1H NMR (400 MHz, CDCl3):
��7.32 (t, 2H; Hm of � ring), 7.25 (m, 1H; Hp of � ring), 7.23 (d, 2H; Ho


of � ring), 7.20 (d, J� 8.1 Hz, 2H; Hm of � ring), 7.10 (d, J� 8.1 Hz, 2H;
Ho of � ring), 6.74 (d, J� 8.5 Hz, 2H; Ho of �� ring), 6.52 (d, J� 8.5 Hz,
2H; Hm of �� ring), 4.52 (s, 1H; CH(COOEt)2), 4.20 (q, J�7.1 Hz, 4H;


OCOCH2CH3), 3.85 (t, 2H; OCH2CH2CH2N(CH3)2), 2.39 (t, 2H;
OCH2CH2CH2N(CH3)2), 2.43 (q, J�7.4 Hz, 2H; CH2CH3), 2.22 (s, 6H;
OCH2CH2CH2N(CH3)2), 1.86 (qt, 2H; OCH2CH2CH2N(CH3)2), 1.23 (t, J�
7.1 Hz, 6H; OCOCH2CH3), 0.91 (t, J� 7.4 Hz, 3H; CH2CH3) ppm; 13C NMR
(100 MHz, CDCl3): �� 168.0 (COOEt), 156.8 (Cp of �� ring), 143.6 (Cipso


of � ring), 142.2 (Cipso of � ring), 140.5 (C�C�), 138.5 (C��C), 135.0
(Cipso of �� ring), 131.7 (Co of �� ring), 130.3 (Cp of � ring), 129.7 (Co of �
ring), 129.3 (Cm of � ring), 128.6 (Cm of � ring), 127.9 (Co of � ring),
126.4 (Cp of � ring), 113.1 (Cm of �� ring), 65.7 (OCH2CH2CH2N(CH3)2),
61.5 (OCOCH2CH3), 57.5 (CH(COOCH2CH3)2), 56.3 (OCH2CH2CH2N-
(CH3)2), 45.3 (OCH2CH2CH2N(CH3)2), 28.8 (CH2CH3), 27.4
(OCH2CH2CH2N(CH3)2), 13.8 (COOCH2CH3), 13.5 (CH2CH3) ppm; IR
(KBr): ��� 1738 cm�1; MS (EI, 70 eV) m/z : 543 [M]� , 470 [M�
COOEt]� ; elemental analysis: calcd (%)for C34H41O5N: C 75.11, H
7.59, N 2.57; found: C 75.09, H 7.59, N 2.48.


Hydroxytamoxifen malonate derivative (8): The preparation of this
compound was analogous to that of 7; zinc powder (0.780 g,
12 mmol), TiCl4 (1.55 mL, 14 mmol), ketone 2 (1.23 g, 4.2 mmol), and
ketone 6 (1.20 g, 4 mmol) yielded (after chromatography on a silica
gel column with ethyl acetate/Et3N (9:1) as eluent) 8 (1.20 g, 55%) as
a white solid. 1H NMR (200 MHz, CD3COCD3): �� 7.27 ± 7.10 (m, 6H),
6.91 (d, J�8.6 Hz, 2H), 6.73 (d, J�7.6 Hz, 2H), 6.48 (d, J� 8.6 Hz, 2H),
4.67 (s, 1H; CH(COOEt)2), 4.16 (q, J�7.2 Hz, 4H; OCOCH2CH3), 4.04 (t,
J�6.5 Hz, 2H; OCH2CH2CH2N(CH3)2), 2.52 ±2.40 (m, 4H;
OCH2CH2CH2N(CH3)2 � CH2CH3), 2.20 (s, 6H; OCH2CH2CH2N(CH3)2),
1.99 ± 1.89 (m, 2H; OCH2CH2CH2N(CH3)2), 1.20 (t, J� 7.12 Hz, 6H;
OCOCH2CH3), 0.91 (t, J� 7.4 Hz, 3H; CH2CH3) ppm; 13C NMR (50 MHz,
CD3COCD3): �� 168.7 (CO), 158.9, 156.3, 143.4, 140.6, 139.7, 136.9,
135.2, 132.6, 131.7, 131.2, 130.5, 129.7, 115.0 and 114.8 (aromatics �
C�C), 66.7 (OCH2CH2CH2N(CH3)2), 61.9 (OCOCH2CH3), 58.0
(CH(COOCH2CH3)2), 56.8 (OCH2CH2CH2N(CH3)2), 45.6
(OCH2CH2CH2N(CH3)2), 28.6 (OCH2CH2CH2N(CH3)2), 28.2 (CH2CH3),
14.3 (OCOCH2CH3)2), 13.9 (CH2CH3) ppm; MS (EI, 70 eV) m/z : 559
[M]� , 487, 395.


Barium salt of the tamoxifen malonate derivative (11): Diester 7
(0.600 g, 1.1 mmol) was dissolved in methanol (20 mL) in a Schlenk
tube purged with argon. Ba(OH)2 ¥ 8H2O (9.8 mL of a 0.11M solution)
was added dropwise with stirring over a 3 h period, while the pH of
the solution was kept below 12. The disappearance of 7 was
followed by TLC and, after removal of the solvent under vacuum, the
white precipitate obtained was washed with water and acetone to
give 11 (0.467 g, 68%) as a white powder. IR (KBr): ��CO� 1605,
1578 cm�1; elemental analysis calcd (%) for C30BaH31NO5 ¥ 3H2O: C
53.23, H 5.51, N 2.07; found: C 52.84, H 5.15, N 2.04.


Barium salt of the hydroxytamoxifen malonate (12): Compound 12
was prepared by the same procedure as used for the synthesis of 11.
Diester 8 (0.368 g, 0.66 mmol) and Ba(OH)2 ¥ 8H2O (14 mL, 0.11M


solution) gave 12 (0.295 g, 70%) as a white powder. IR (KBr): ��CO�
1606, 1575 cm�1.


DACH-Pt malonate derivative of tamoxifen (13): (DACH)PtCl2 (0.242 g,
0.64 mmol) was dispersed in degassed water (29 mL) in a Schlenk
tube previously purged with argon and kept in the dark by wrapping
the tube with aluminium foil. AgNO3 (0.216 g, 1.28 mmol) was added
with stirring, and the mixture was stirred at room temperature for
24 h and subsequently at 50 �C for 30 min, to give a colourless
solution and a white precipitate of AgCl. After filtration, the solution
obtained was added dropwise to a suspension of barium salt 11
(0.200 g, 0.32 mmol) in methanol (29 mL). After stirring overnight, the
solution was concentrated to 2 mL and water was then added until a
precipitate formed. The precipitate was filtered and washed with
water and diethyl ether to give 13 (0.205 g, 81%) as a white powder.
Dec. : 240 �C; 1H NMR (200 MHz, DMSO-d6): �� 7.42 ± 7 .05 (m, 9H),
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6.80 (d, J� 8.4 Hz, 2H), 6.62 (d, J�8.6 Hz, 2H), 5.96 and 5.27 (2�m,
2� 2H; 2�NH2), 4.50 (s, 1H), 3.89 (m, 2H), 2.60 ± 2.39 (m, 4H), 2.30 (s,
6H; OCH2CH2CH2N(CH3)2), 1.95 (m, 4H), 1.47 (m, 2H), 1.23 (m, 2H),
1.05 ± 0.80 (5H); IR (KBr): ��� 1932 (NH2), 1629 (COOPt) cm�1. HRMS:
C36H46O5N3


195Pt calcd: 795.3089; found: 795.3089 [M�H]� .


DACH-Pt malonate derivative of hydroxytamoxifen (14): As in the
preparation of 13, (DACH)PtCl2 (0.332 g, 0.87 mmol) and AgNO3


(0.297 g, 1.75 mmol), upon treatment with barium salt 12 (0.280 g,
0.44 mmol), gave 14 (0.215 g, 61%) as a white powder. Dec. : 250 �C;
1H NMR (200 MHz, DMSO-d6): 7.20 ± 6.60 (m, 8H) 6.60 (d, J� 8.6 Hz,
2H), 6.40 (d, J�8.4 Hz, 2H), 5.96 and 5.27 (2�m, 2� 2H; 2�NH2),
4.50 (s, 1H), 3.89 (m, 2H), 2.20 ± 1.80 (m, 12H), 1.20 (s, 6H;
OCH2CH2CH2N(CH3)2), 0.95 (m, 5H); IR (KBr): ��� 2932 (NH2), 1637
(C00Pt) cm�1; HRMS: C36H46O6N3


195Pt calcd: 811.3038; found:
811.3041 [M�H�] .


Determination of the RBA values of 13 and 14 for the estrogen
alpha receptor : Aliquots (200 �L) of sheep uterine cytosol, prepared
as described previously[46] were incubated for 3 h at 0 �C with [6,7-
3H]-estradiol (2� 10�9M, specific activity 1.96 TBqmmol�1) in the
presence of nine concentrations of the hormones to be tested. At the
end of the incubation period, the free and bound fractions of the
tracer were separated by protamine sulfate precipitation. The
percentage reduction in binding of [3H]-estradiol (Y) was calculated
by using the logit transformation of Y (logitY: ln (Y/1�Y) versus the log
of the mass of the competing steroid. The concentration of
unlabelled steroid required to displace 50% of the bound [3H]-
estradiol was calculated for each steroid tested, and the results were
expressed as an RBA. The RBA value of estradiol is by definition equal
to 100%.


Tests on MCF7 and MVLN cells :


Culture materials: Earle's based minimal essential medium (MEM),
foetal bovine serum (FBS), L-glutamine, penicillin, gentamicin, and
streptomycin were obtained from Gibco (Ghent, Belgium), plastic
culture materials from Falcon (Ghent, Belgium).


Culture conditions: MCF7 cells were obtained from the Michigan
Cancer Foundation (Detroit) and MVLN cells (tk-vit ERE stably
transfected MCF7 cells) from Pons.[42] Cells were maintained in
monolayer culture in Dulbecco-MEM with 10% thermally inactivated
FBS, L-glutamine (0.6 mgmL�1), and a cocktail of antibiotics (genta-
micin 40 �gmL�1, penicillin 100 UmL�1, streptomycin (100 �gmL�1)
added. For MCF7 cells, growth of the cells was assessed by
measurement of the DNA content of treated and untreated (control)
cells after 120 h of culture.[47]


ERE-dependent transcriptional activity in MVLN cells: MVLN cells
(pVit-tk-Luc-ERE stably transfected in MCF7 cells) were cultured for
3 ± 4 days in 35-mm diameter Falcon dishes (plating density 80000/
dish) in 10% depleted endogeneous steroid (dextran coated
charcoal (DCC) treatment). Ethanolic solutions of 13 of the com-
pounds to be tested were subsequently added to the medium and
the culture pursued until the luciferase assay was carried out (24 h).
For that purpose, the medium was removed and cells were washed
twice with PBS buffer. A minimal volume (250 �L) of a fivefold-diluted
lysis solution (Promega E 153A) was then added to the dishes, and
these were maintained under mild agitation for 20 min to extract
luciferase. Lysed cells were subsequently detached with a scraper
(Costar 3010) and centrifuged for 5 min at 12000 g to clarify the
extracts. A 20-�L aliquot of each extract was finally mixed at room
temperature with luciferase reactant medium (100mL, Promega E15A/
E152A) prepared according to the manufacturer's protocol. Induced
light was measured with a Berthold luminometer (Lumat LB 9507).
Induction of the luciferase was expressed in arbitrary units with respect
to the light measured with a blank (RLU). To compare RLU data, the


protein content of each extract was measured by the Coomassie
method (PIERCE) and the data was expressed per mg protein.
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Photoreversible Inhibition of Cholinesterases:
Catalytic Serine-Labeled Caged
Butyrylcholinesterase
Sandra Loudwig,[a] Yvain Nicolet,[b] Patrick Masson,[c] Juan C. Fontecilla-Camps,[b]


Suzanne Bon,[d] Florian Nachon,[c] and Maurice Goeldner*[a]


The photoregulation of the catalytic activity of butyrylcholinester-
ase (BChE) was investigated by treating the enzyme with a newly
developed carbamylating reagent, N-methyl-N-(2-nitrophenyl)car-
bamoyl chloride, which has proved to be an efficient photo-
removable alcohol-protecting group. BChE was efficiently inhibited
in a time- and concentration-dependent manner, and the enzyme
could be protected against inhibition by active-site-specific ligands
(that is, tacrine). The inactivation kinetics showed a biphasic
character, which can be analyzed as the result of the existence of
two conformational states in solution. Pseudo-irreversible inacti-
vation of BChE, which results from catalytic serine carbamylation,
was suggested by recovery of the enzyme activity after dilution and
was demonstrated by X-ray crystallography. Remarkably, the 3D


structure of the carbamylated BChE conjugate showed a non-
ambiguous carbamylation of the catalytic serine residue as the
only chemical modification on the protein. The photoreversibility of
the enzyme inactivation was analyzed by irradiating the inacti-
vated enzyme at 365 nm and was shown to reach completion in
some conditions. The efficient and specific ™caging∫ of BChE,
together with the availability of carbamylated BChE crystals, will
offer a unique possibility to study the catalytic properties of this
enzyme by kinetic crystallography after cryophotolytic uncaging of
the enzyme conjugate crystals.


KEYWORDS:


enzyme inactivation ¥ carbamates ¥ inhibitors ¥ kinetics ¥
photolysis


Introduction


Acetylcholinesterase (EC.3.1.1.7; AChE) is a serine hydrolase
which terminates cholinergic transmission by efficient hydrolysis
of the neurotransmitter acetylcholine.[1] The related butyrylcho-
linesterase (EC.3.1.1.8; BChE), despite having no identified
endogenous substrate, plays a key role in detoxification, by
degrading esters like succinylcholine[2] and cocaine.[3] The
recently resolved X-ray crystal structure of BChE[4] allowed a
direct comparison with AChE;[5] this revealed quasi similar 3D
structures, in agreement with the high amino acid sequence
identity (54%). Both enzymes display a buried catalytic triad at
the bottom of a deep and narrow gorge. The main differences
reside in the absence of several aromatic residues at the
peripheral site, at the gorge entrance, and in the ™acyl pocket∫ of
BChE compared to those of AChE; thus, BChE has a larger active-
site cavity.[6] Despite numerous studies into their catalytic
mechanism, the great efficiency of cholinesterases (ChEs),
especially in the way the hydrolysis products exit from the
enzyme, remains unexplained in view of their 3D structures.
Time-resolved macromolecular crystallography[7] offers a new
opportunity to study a catalytic mechanism at the atomic level.
In the case of the ChEs it might be useful for the depiction of a
rapid change in enzyme conformation; such a change is
proposed in a hypothesis that has been forwarded to explain
these exceptional hydrolytic properties (that is, the ™back door∫
hypothesis which accounts for the exit of hydrolysis products).[8]


For time-resolved studies it is necessary to trigger the enzymatic


activity with precise time control, which can be achieved by a
photochemical release of caged substrates or enzymes.[9] Besides
other technical difficulties inherent to Laue crystallography, this
method requires an efficient and synchronous photofragmenta-
tion reaction throughout a protein crystal. To overcome these
technical difficulties we developed an alternative cryophotolytic
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method.[10] By operating at cryogenic temperatures (100 ±150 K)
to ensure complete inertness of the enzyme, the photolytic
reaction can be pushed to completion. Subsequently, by
application of a controlled temperature profile, some catalytic
intermediate states could be trapped and characterized with
classical monochromatic crystallography.
For the purpose of these studies, photolabile precursors of the


ChE enzymatic product and substrate analogues have been
synthesized and tested as reversible and site-specific inhibitors,
to allow fast and efficient photochemical triggering of ChE
activity in solution.[11] Clearly, it is more advantageous to cage the
enzyme itself because a stoichiometric irreversible modification
of the protein leads to a stable inactivated enzyme that requires
a minimum amount of photons for its reactivation. Only a few
examples of protein caging are found in the literature, due to the
difficulty in targeting a suitable caging group to the desired site
of the protein. This has been successfully achieved by selective
modification of strategic cysteine residues, either natural[12, 13] or
incorporated by site-directed mutagenesis.[14] Alternatively, un-
natural amino acid mutagenesis enabled direct incorporation of
photolytic precursors of various amino acids at a precise position
in the sequence.[15] The extension of protein caging to residues
other than cysteines is more difficult and requires a site-directed
targeted modification. The first example of caged catalytic serine
enzymes was described by the group of Porter, who used
cinnamate esters or phenylbenzoylbenzoates to acylate the
catalytic serine residue of serine proteases.[16]


The present article describes the inactivation of BChE, as well
as its photolytic reactivation, by using N-methyl-N-(2-nitrophe-
nyl)carbamoyl chloride (MNPCC), a new carbamylating reagent
that has been described as a photoremovable alcohol-protect-
ing group[17] (Scheme 1). Selective pseudo-irreversible carbamy-
lation of the catalytic serine residue of BChE, as characterized by
X-ray crystallography, together with a complete photolytic
recovery of the activity of MNPCC-inactivated BChE, exemplifies
the efficient caging of this enzyme. This light-activated protein
therefore opens new possibilities for mechanistic studies on
ChEs.


Scheme 1. N-Methyl-N-(2-nitrophenyl)carbamoyl chloride (MNPCC) as a photo-
labile alcohol-protecting group.


Results


Analysis of the biphasic nature of the MNPCC-induced BChE
inactivation


Treatment of the natural human plasma BChE tetrameric form
(Figure 1a) or recombinant BChE (results not shown) with


Figure 1. a) Inhibition of natural human BChE by MNPCC at concentrations of �


5�M, � 10�M, � 20�M, and � 50�M. b) Protection provided by tacrine at
concentrations of � 0 M, � 0.05�M, � 0.1�M, � 0.2�M, and � 0.5�M against the
inhibition of human BChE by 20�M MNPCC.


MNPCC led to time- and concentration-dependent inhibitions.
Recombinant human BChE, engineered for crystallization pur-
poses, is monomeric and displayed kinetic characteristics similar
to natural BChE.[18] Several mechanisms can account for non-
linear inactivation of enzymes in solution.[19] Human BChE has
been found to be composed of two enzyme forms, E and E�, in
slow equilibrium[20] and there was no evidence for modification
of several residues in the crystal, so the observed biphasic
inhibition kinetics can be described by a sum of two first-order
processes for pseudo-irreversible modification of a single residue
in E and E� (Scheme 2; further details are given in the Supporting
Information). Inactivation was performed at pH values of 7.4 and
6.5 and the kinetic parameters are listed in Table 1.


Scheme 2. Kinetic scheme for the inactivation of BChE by MNPCC. The enzyme
displays two conformational enzymatic forms (E and E�) in equilibrium in solution.
Further details are given in the text. KD� the dissociation constant.


Analysis of the selectivity of labeling


MNPCC-induced inactivation of BChEs could be efficiently
prevented by tetrahydroaminoacridine hydrochloride (tacrine),
a reversible active-site-specific inhibitor for BChEs. Figure 1b
shows the results of inhibition of human BChE in the presence of
various concentrations of tacrine. Inhibition constants (Ki) for
tacrine were determined from Lineweaver ± Burk plots as
previously described.[21] The following values were obtained:
Ki� 9�2 nM for natural human BChE; Ki� 13.6� 0.9 nM for


Table 1. Biphasic inhibition constants of human BChE by MNPCC at pH 7.4
and 6.5.


pH 7.4 pH 6.5


k2 [min�1] 0.4 0.4
k�2 [min�1] 4 5
KD [M] 6� 10�5 2� 10�4
K�D [M] 5� 10�5 3� 10�4
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recombinant human BChE. Inactivations were of mixed type:
�Ki�16.2� 2 nM for natural human BChE and 17.7�1 nM for
recombinant BChE, respectively. Complete protection against
inactivation by tacrine was observed at a concentration of about
500 nM for both BChEs.


Pseudo-irreversible character of BChE inactivation by MNPCC


Dilution by 500-fold (see the Materials and Methods section) led
to a slow (300 h) but complete reactivation of the MNPCC-
inactivated BChE. Treatment by different reactivators, including
pralidoxime chloride (1 mM), did not increase the reactivation
rate of BChE.


X-ray crystal structure of the carbamylated enzyme conjugate


Recombinant BChE crystals were grown as previously descri-
bed.[18] Crystals of carbamoylated BChE were obtained by
soaking crystals of native BChE in the mother-liquor solution
(0.1M 4-morpholinoethanesulfonic acid (MES) buffer (pH 6.5)
containing 2.3M ammonium sulphate) containing 1 mM MNPCC
for 90 min. The crystals were subsequently soaked in a solution
containing 20% glycerol as a cryoprotector prior to being flash-
cooled in a nitrogen gas stream. Data were collected at a
resolution of 2.0 ä at the ID14eh1 beamline (ESRF-Grenoble,
France) and processed with the programs MOSFLM, SCALA, and
TRUNCATE from the CCP4 suite.[22] Data collection statistics are
presented in Table 2. The unit cell parameters are isomorphous


with the native ones previously determined. The X-ray crystal
structure was solved by using the native BChE model,[4] in which
the S198-bound butyrate group, water, and glycerol molecules
were removed. The fit was then improved by using the rigid-
body refinement procedure from CNS.[23] Subsequent refinement
and manual rebuilding cycles with CNS and TURBO[24] led to a
model with a working R factor and a free R factor of 0.2016 and
0.2319, respectively (Figure 2). Refinement statistics are present-
ed in Table 3.


Photochemical reactivation analyses


The photoreversibility of the inhibitions was tested by irradiating
the inactivated (�90%) enzyme samples at 365 nm and
measuring the enzyme activities as a function of time, by using


Figure 2. X-ray crystal structure (2.1 ä resolution) of the active site of
recombinant human BChE carbamylated by MNPCC. Further details are given in
the text and the Supporting Information.


the Ellman test[25] (see the Materials and Methods section). The
reactivation reactions were tested either directly or after
addition of 0.1M hydroxylamine to eliminate excess reagent
and the byproduct of photolysis. Alternatively, the photochem-
ical reactivation was tested after treatment of the inactivated
enzyme with charcoal to remove excess reagent from the
medium.
The photochemical regenerations were very high both for


natural and recombinant BChEs in all conditions tested (Fig-
ure 3). Without any preliminary
treatment, the recovery reached
80%; this could be increased to
90% recovery after charcoal
treatment, and a complete re-
covery was obtained in the
presence of hydroxylamine.


Discussion


The photoregulation of protein
activity (protein caging) finds
applications in cellular or struc-
tural biology, owing to the pos-
sibility of triggering the activity
in a time- and space-controlled


Table 2. Data collection statistics for the carbamylated human BChE crystal.[a]


space group I422
unit cell :
a�b, c [ä] 154.257, 128.087
����� [�] 90
resolution range [ä] 41.5 ± 2.0
Rsym 0.068 (0.349)
I/� 7.7 (2.2)
completeness [%] 99.4 (98.4)
multiplicity 9.1 (7.3)


[a] Values in brackets correspond to the higher resolution shell.


Table 3. Refinement statistics for the carbamylated human BuChE crystal.


R factor 0.2016
free R factor 0.2319
number of atoms:
protein 4228
solvent 554
other 176
root-mean-square deviation:
bonds [ä] 0.009
angles [�] 1.55
number of reflections used 48124


Figure 3. �: Photoregeneration
(�� 365 nm) of natural human
BChE activity after inhibition by
20�M MNPCC (20 min) and subse-
quent treatment with 0.1 M NH2OH.
�: Control experiment without light.
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manner. Enzyme caging can be achieved by modifying, with a
photolabile group, an amino acid residue essential for activity.
The photochemical masking of a catalytic serine residue in an
enzyme has been described with site-directed irreversible
inhibitors.[16] The recent description of N-methyl-N-(2-nitrophe-
nyl)carbamates as photoremovable alcohol-protecting groups[17]


prompted us to test the possibility of modifying the catalytic
serine residue of ChEs by trans-carbamylation reactions. Un-
fortunately none of the synthesized carbamylating reagents,
including carbamates containing quaternary ammonium groups,
followed the desired trans-carbamylation reaction; instead they
generated reversible inhibitors (results not shown). Accordingly,
we tested the corresponding photoactive carbamoyl chloride
derivative MNPCC. A very efficient BChE inactivation reaction
occurred in a time- and concentration-dependent manner
(Figure 1a). Surprisingly, the enzyme-inactivation kinetics
showed a clear biphasic character, which could not be explained
by simple interpretations. We conducted several control experi-
ments under the incubation conditions. First, the reagent was
stable (t1/2� 68 h), so that its concentration did not change
during the inactivation kinetics. Second, the enzyme(s) is (are)
stable in the absence of reagent. Finally, the resulting carbamy-
lated residues of the enzymes are not hydrolyzed to the free
serine residues during the time course of the experiment, so the
formation of a steady-state equilibrium is avoided. Several
explanations could account for the observed biphasic inactiva-
tion kinetics.[19] Multistep enzyme inactivation processes can be
either series (for example, consecutive steps with partially active
intermediates) or parallel (inactivation of distinct isozymes). The
mechanistic model, that is, the number of intermediate states or
molecular species, can be difficult to validate from multiexpo-
nential analysis of inactivation kinetics. However, inactivation of
BChE by MNPCC can be clearly described by a biexponential
model. Biphasic inactivation kinetics of BChE may result from the
occurrence of an equilibrium between two interconverting
conformational states of the enzyme (E and E�). Such a model has
been recently proposed for this enzyme.[20] Thus, if we assume
that rapid and reversible formation of complexes E� I and E�� I
is followed by carbamylation (E-Carb) and (E�-Carb), the equation
shown in Scheme 2 can result in a biphasic inactivation process
for BChE. The calculated values (KD�60 �M, K�D�50 �M, k2�
0.4 min�1, k�2� 4 min�1) clearly show similar affinity constants
and two distinct inactivation rate constants. This indicates that
the two enzymatic forms have the same affinity for the inhibitor,
but differ in the catalytic efficiency of their carbamylation. The
kinetic data obtained at pH 6.5 (Table 1) led to similar conclu-
sions.
The specificity of the inactivation reactions was analyzed by


using site-specific ligands as protectors. Tacrine, a high-affinity
active-site-specific inhibitor,[21] was selected as the protector. In
the presence of increasing concentrations of tacrine, the
inactivation kinetics were progressively slowed down; this led
eventually to full protection against inactivation (Figure 1b). The
inactivation processes are thus predominantly directed to the
enzyme's active site. To further assess the occurrence, or
otherwise, of an active-site-specific carbamylation induced by
MNPCC, we tested the possibility of reversing the inactivations


by strongly diluting the inhibited enzymes. Even though the
hydrolytic reactivation of carbamylated BChE is known to be
slow and often only partial, we were able to recover, very slowly
(300 h), the full enzyme activity of natural BChE after a 500-fold
dilution from an initial concentration of 20 �M MNPCC reagent
(results not shown). Thus, the inactivation of BChE appears to be
clearly related to carbamylation of the catalytic serine residue.
We intended to characterize the carbamylation of BChE more


clearly. In the absence of a radiolabeled probe it is difficult to
assess the stoichiometry of enzyme modification, while the high
degree of glycosylation (nine carbohydrate chains per monomer
for the natural tetrameric protein) hinders accurate electrospray
MS analyses. Therefore, X-ray crystallography was used to define
precisely the alkylation site(s) on BChE. The crystallographic
determination of the 3D structure of BChE was achieved on a
monomeric recombinant enzyme lacking four glycosylation
sites.[18] The soaking of BChE crystals in a buffered solution
containing the MNPCC reagent led to enzyme modification,
which was analyzed by X-ray diffraction. Chemical modification
occurred specifically on a single residue, the catalytic serine
(S198), as illustrated in Figure 2; the electron density observed
was in agreement with a covalent bond between the serine
oxygen atom and the carbonyl group of the MNPCC reagent.
Knowing that the carbamylation of the active serine residue


was responsible for enzyme inhibition, we tested the possibility
of a photochemical regeneration of the BChE activity. We
recently showed that photolysis of N-methyl-N-(2-nitropenyl)-
carbamates[17] generated the corresponding free alcohol togeth-
er with N-methyl-2-nitrosoaniline. Although the mechanism of
the photochemical fragmentation remains to be elucidated, we
tested the photochemical reaction on the inactivated BChEs.
Irradiation at 365 nm, with a Xe ±Hg light source, showed very
high recovery of the activity for the BChEs, from 80± 100% under
various reaction conditions (Figure 3). The photorecovery of
enzymatic activity after inhibition with 20 �M MNPCC and
without removal of excess reagent reached 80% (results not
shown). Alternatively, the photochemical reactivation was tested
after treatment of the inactivated enzyme with charcoal, to
remove excess reagent from the medium and to enable a more
efficient photolytic reaction. In this case, the activity of the BChEs
could be regenerated up to 90% (results not shown). Finally, the
use of 0.1M NH2OH quenched the excess reagent, and under
these conditions we observed a more rapid onset of the
reactivation of BChE, which allowed the reactivation to reach
completion (Figure 3).
The high recoveries of enzyme activity indicate that the


formed photolytic nitroso byproduct[17] does not interfere with
the enzyme during this photolytic reaction. This result is in
agreement with the low affinity of this chemical for the ChEs (IC50
value of about 0.3 mM; results not shown), so that it should
readily depart from the active site after photolysis.
Within the time course of this study we also analyzed the


effect of MNPCC on AChE for a possible photochemical
regulation of its activity (results not shown). Although highly
efficient time- and concentration-dependent inactivation kinet-
ics could be observed, also displaying a biphasic character, the
analyses of the kinetics could not demonstrate the specific







M. Goeldner et al.


766 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 762 ± 767


involvement of the catalytic serine residue in the inactivation
processes. While a possible contribution by peripheral residues
has been proposed from studies with mutant enzymes in
particular, the photolytic reactions with the inactivated AChE
were particularly disappointing and displayed only very partial
enzyme activity recoveries.
The observed inactivation/photoreactivation processes for


BChE fit nicely with a specific carbamylation reaction of the
catalytic serine residue and subsequent efficient photolytic
decarbamylation. All the presented experiments, time- and
concentration-dependent inhibitions, efficient protection by
tacrine, and reversibility of the inhibition by dilution, are fully
consistent with a carbamylation of the catalytic serine. A two-
state enzyme model was proposed to explain the biphasic
inactivation kinetics. Finally, the specific carbamylation reaction
was demonstrated on the recombinant enzyme by X-ray
crystallography of the carbamylated enzyme conjugate. The
photochemical reversibility of the enzyme activity is remarkable
in its extent, since a full recovery of the activity was possible by
irradiating the inactivated enzyme in the presence of NH2OH.
This efficient photoregulation of BChE will be tested on crystals
of the carbamylated BChE conjugate in cryophotolytic condi-
tions[10] to further explore the mechanistic properties of BChE.


Materials and Methods


Chemicals and materials : N-Methyl-N-(2-nitrophenyl)carbamoyl
chloride (MNPCC), [N-methyl-N-(2-nitrophenyl)] ,[2-(N,N,N-trimethyl-
ammonium)ethyl] carbamate, and [N-methyl-N-(2-nitrophenyl)] ,
(benzyl) carbamate were synthesized as previously described.[17]


Butyrylthiocholine iodide, acetylthiocholine iodide, 5,5�-dithiobis(2-
nitrobenzoic acid) (DTNB), tetrahydroaminoacridine hydrochloride
(tacrine), and bovine serum albumin (BSA) were purchased from
Sigma/Aldrich. Sodium dihydrogen phosphate monohydrate was
from Merck; sodium hydroxide and dioxane (purex grade) were from
Carlo Erba. Water was purified through a Millipore column system.


Enzymes sources : Natural human butyrylcholinesterase (BChE) was
purified from plasma. Recombinant monomeric BChE, lacking four
out of nine N-glycosylation sites and the C-terminal oligomerization
domain (WHAT), was expressed in stably transfected CHO cells, as
previously described.[18] Natural and recombinant BChEs were
purified by affinity chromatography on procainamide-Sepharose
gel and by ion-exchange chromatography.[18] Both natural and
recombinant BChEs showed similar catalytic properties. Acetylcho-
linesterase (AChE) was obtained from electric organs of Torpedo
marmorata (Station de Biologie Marine, Arcachon, France), solubi-
lized by a mild proteolytic procedure, and purified by affinity
chromatography.


Enzymatic activity measurement : Enzymatic activities were as-
sessed by the method of Ellman,[25] at 25 �C and in 50 mM phosphate
buffer (pH 7.4) containing 2.5 mM DTNB (1 mgmL�1), with 1 mM
butyrylthiocholine for BChE. Aliquots of BChE media were added
to a final assay volume of 1 mL, and the increase in absorbance
(�Amin�1), corresponding to thiolate formation (�(412 nm, pH 7.4)�
13600 M�1 cm�1), was monitored at 412 nm for 30 s, by using a
UVIKON XL UV spectrophotometer from Bio-Tek, equipped with a
kinetic program. The enzyme aliquots were chosen so that the
measured activity was 0.7�Amin�1, which corresponds to 0.05 U.
One unit (U) corresponds to the amount of enzyme that hydrolyses


1 �mole of substrate per minute. Under those conditions, 1�Amin�1


corresponds to 0.073 U.


Inhibition of cholinesterases by MNPCC : Inhibitions were per-
formed at 4 �C. BChE was diluted to 5 U in 50 mM phosphate buffer
(pH 7.4) containing BSA (1 mgmL�1). Aliquots of 200 �L were
inhibited with 5, 10, 20, or 50�M MNPCC added at t� 0. Aliquots of
10 �L were taken at different times for activity measurements. [act]0 ,
the measured increase in absorbance (�Amin�1) of an aliquot
without inhibitor, was taken as 100% activity. The control enzymes
were stable during the inhibition experiments.


Protection against inhibition by tacrine : Protection reactions were
performed at 4 �C. BChE was diluted to 5 U in 50 mM phosphate
buffer (pH 7.4) containing BSA (1 mgmL�1). Aliquots were mixed with
0, 0.05, 0.1, 0.2, or 0.5�M of tacrine. Three aliquots of 10 �L were taken
for each concentration to determine [act]0 , which was taken as 100%
activity. 20�M MNPCC was added at t� 0.
Photoreactivation of carbamylated BChE : Aliquots (500 �L) of BChE
(5 U) in 50 mM phosphate buffer (pH 7.4) containing BSA (1 mgmL�1)
were inhibited for 20 min with 20�M MNPCC, up to complete loss of
activity. Excess MNPCC was then quenched with 0.1M hydroxylamine
and 300 �L of this solution was irradiated at 365 nm in a quartz cell at
10 �C, with magnetic stirring. The light source was a Hg±Xe 1000 W
lamp, fitted with a monochromator. The remaining solution was kept
as a control, to check that no hydroxylamine-mediated reactivation
of the enzyme was observed in the absence of irradiation. Aliquots
were taken at different times to monitor the progressive increase of
activity. Another aliquot (300 �L) of noninhibited BChE was irradiated
for the same time, to show that no damage was caused to the
enzyme by irradiation.


Reactivation of carbamylated BChE by dilution : BuChE (50 �L;
1250 U) was inhibited by 20 �M MNPCC for 20 minutes. After
inactivation, aliquots were diluted 500-fold in 50 mM phosphate
buffer (pH 7.4) containing BSA (1 mgmL�1). Aliquots (20 �L) of this
solution were taken to monitor the recovery of activity, which was
complete within 300 h. A control experiment on an aliquot (50 �L) of
the same 1250-U enzyme solution was carried out; the noninbibited
enzyme samples were kept for 20 min at 4 �C and then diluted 500
times: no loss of activity occurred during the 20 min experiment.
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Selection of D-Amino-Acid Peptides That Bind to
Alzheimer's Disease Amyloid Peptide A�1±42 by
Mirror Image Phage Display


Katja Wiesehan,[a, b] Katrin Buder,[b] Reinhold P. Linke,[c] Stephan Patt,[d]


Matthias Stoldt,[a, b, e] Eberhard Unger,[b] Bettina Schmitt,[b] Enrico Bucci,[b, f] and
Dieter Willbold*[a, b, e]


A mirror image phage display approach was used to identify novel
and highly specific ligands for Alzheimer's disease amyloid peptide
A�(1 ± 42). A randomized 12-mer peptide library presented on M13
phages was screened for peptides with binding affinity for the
mirror image of A�(1 ± 42). After four rounds of selection and
amplification the peptides were enriched with a dominating
consensus sequence. The mirror image of the most representative
peptide (D-pep) was shown to bind A�(1 ± 42) with a dissociation
constant in the submicromolar range. Furthermore, in brain tissue
sections derived from patients that suffered from Alzheimer's


disease, amyloid plaques and leptomeningeal vessels containing
A� amyloid were stained specifically with a fluorescence-labeled
derivative of D-pep. Fibrillar deposits derived from other amyloi-
dosis were not labeled by D-pep. Possible applications of this novel
and highly specific A� ligand in diagnosis and therapy of
Alzheimer's disease are discussed.


KEYWORDS:


Alzheimer's disease ¥ amyloid peptide ¥ enantiomers ¥ ligand
design ¥ phage display


Introduction


Alzheimer's disease (AD) is a progressive neurodegenerative
disorder that is characterized by memory loss, confusion, and a
variety of cognitive disabilities.[1] The only reliable diagnosis to
date of a patient with AD is through the post mortem
identification of amyloid plaques and neurofibrillary tangles in
the respective brain. A major component of the amyloid plaques
is the A� peptide, which consists of 39 ± 43 amino acid residues.
A� exists in a soluble overall helical structure[2] and an
aggregated overall extended (�-sheet) structure.[3] Such a �-
sheet conformation is found in the fibrils that build up amyloid
plaques. Therefore, these plaques are stainable with chromo-
phores, such as Congo red and thioflavin. These substances
show high affinity for �-sheet structures irrespective of the
identity of the peptides contained therein. The fact that no
reliable method for pre mortem detection of plaques is available
is not only unsatisfactory for people directly or indirectly affected
by AD, but also hinders the search for therapeutic approaches
because neither the time course of the disease nor any
treatment success can be monitored in vivo and online. This
applies to humans and animal models alike.


Thus, a lot of effort is currently being invested in the
development of novel diagnostic tools that enable online
monitoring of amyloid plaque load in living brains. In particular,
imaging techniques such as magnetic resonance tomography
(MRT)[4] and positron emission tomography (PET) are under
investigation for their use in AD diagnosis. Probes for use in any


of these detection techniques are often based on A�-binding
substances like Congo red and thioflavin-T.[5±7] Very recently,
novel substances have been invented that have been shown to
cross the blood ± brain barrier.[8, 9] Even A� itself has been used as
a radio-labeled probe.[10] Still, a reliable diagnostic tool for AD
does not exist.


During the last two decades, methods were developed that
allow the screening of very large randomized peptide libraries
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for peptides that bind virtually any given target. Peptide phage
display,[11] polysome display,[12] and ribosome display[13] are some
examples. Phage display is a method used to present a huge
library of different peptides on the surface of bacteriophages to
be screened for variants that bind to a certain target molecule.
The library may contain up to 1012 different peptides which, of
course, consist exclusively of proteinogenous L-amino acids.
Unfortunately, such peptides are sensitive to proteases and often
have immunogenic potential, which renders them unsuitable for
multiple application directly to higher animal models, or use in
human treatment.


A recently developed method, called mirror image phage
display,[14] allows the use of phage display to ultimately identify
peptides that bind specifically to a given target and consist
solely of D-amino acids. D-Amino-acid peptides are known to be
less protease sensitive,[15, 16] more resistant to degradation in
animals,[17, 18] and less or even not at all immunogenic,[18] as
compared with L-amino-acid peptides.[14, 19±21] In order to obtain
the exact mirror image of a given protein (L-protein), it is
necessary to synthesize a protein with the same amino acid
sequence but composed exclusively of D-amino acid residues (D-
protein). Such a D-protein can be used as a target for phage
display selection like any other target. In the study described
herein, we used the D-enantiomer of A� (D-A�) as the target and
a 12-mer randomized peptide library displayed on the surface of
M13 bacteriophages to be screened for D-A�-binding peptides.
For reasons of symmetry, the D-enantiomeric form of the
selected 12-mer peptide should interact with the A� protein
consisting of L-amino acids (L-A�). Examples of successful
applications of mirror image phage display have been reported
recently.[21, 22]


For diagnosis and potential therapy, compounds that directly
address or bind to native A� amyloid are still highly desired. By
employing mirror image phage display with the D-amino-acid
enantiomer of A�(1 ± 42) as a target, we identified D-amino-acid
peptides that bind to the L-A� peptide with high specificity. The
properties of the derived D-amino-acid peptide were investigat-
ed and potential applications are discussed below.


Results


Characterization of the A�(1 ± 42) D-enantiomer


To carry out a mirror image phage display experiment, it is crucial
to use the exact mirror image of the target molecule. Therefore,
to confirm the identity of the biotinylated (bio) L- and D-A�(1 ±
42) peptides, circular dichroism (CD) and nuclear magnetic
resonance (NMR) spectroscopy were used in addition to mass
spectrometry. The complete NMR assignment was deposited in
the BioMegResBank (BMRB) data bank under accession number
5400. The CD spectra of bio-L-A�(1 ± 42) and bio-D-A�(1 ± 42) in
hexafluoroisopropanol are identical except that they have
opposite signs, exactly as is to be expected from the peptide
and its mirror image (Figure 1A).


Figure 1. A) CD analysis of bio-L-A�(1 ± 42) (dotted line) and bio-D-A�(1 ± 42)
(solid line). Spectra were recorded from 260 to 190 nm at 10 nm min�1 on a Jasco
J710 CD spectrometer. Samples contained 54.2 or 41.2 �M peptide in hexafluor-
oisopropanol. Fibrils formed by bio-L-A�(1 ± 42) (B) and bio-D-A�(1 ± 42) (C) were
negatively stained by uranyl acetate and examined by electron microscopy. The
bars each indicate a length of 200 nm.


Fibril-forming properties of synthetic biotinylated A�(1 ± 42)


For phage display selection experiments, synthetic bio-D-A�(1 ±
42) peptide was used as the target. To verify whether bio-D-
A�(1 ± 42) is still able to form typical fibrils, we prepared electron
micrographs (EM). EM pictures clearly show that bio-L- and bio-D-
A�(1 ± 42) peptides form fibrils with the typical thickness of 6.5 ±
10.5 nm (Figure 1B, C), which is very similar to the reported
values of 7 ± 10 nm for fibrils derived from AD brains.[23]


Mirror image phage display selection results


A commercially available phage-displayed peptide library
(PhD12, New England Biolabs) was screened for peptide variants
with affinity for synthetic bio-D-A�(1 ± 42) immobilized on the
surface of streptavidin-coated tubes. After four rounds of
selection and amplification, 39 randomly picked phages were
subjected to DNA sequence analysis of the 5�-end of the gene
coding for the minor coat protein. Upon translation into amino
acid sequences, 23 of the resulting peptides showed strong
sequence similarity (Table 1). One of the sequences occurred 20
times. Three sequences have only minor differences compared
to the dominating sequence. In addition, various peptide
sequences were obtained that did not show any similarity to
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each other. We concluded that the dominating amino acid
sequence describes a peptide that binds to D-A� with significant
affinity.


Direct binding of the D-enantiomer of the phage-displayed
peptide to synthetic L-A�(1 ± 42)


Based on mirror image conversion rules, a peptide with the same
sequence as L-pep but synthesized solely from D-enantiomers of
the respective amino acids (herein called, ™D-pep∫) is anticipated
to bind naturally occurring L-A�(1 ± 42). To check whether D-pep
is able to bind L-A� we used chemically synthesized D-pep with a
fluorescein label at its carboxy-terminal end (fluo-D-pep) for
fluorescence titration studies. Figure 2 shows the fluorescence
intensity of fluo-D-pep as a function of L-A�(1 ± 42) concentration.
To rule out fluorescein-mediated binding of fluo-D-pep to L-
A�(1 ± 42), fluorescein was titrated with L-A�. No L-A� concen-
tration dependence of the fluorescein fluorescence signal was
observed. A simple bimolecular reaction between L-A�(1 ± 42)
and D-pep was assumed and analysis by nonlinear curve fitting[24]


yielded a KD value of 4 �M. Fluorescein was used as a control and
did not show any fluorescence dependence on L-A�(1 ± 42)
concentration. To avoid the assumption of a bimolecular binding
model, we carried out an additional evaluation of the exper-
imental data by using a model for binding between D-pep and L-
A� with an undetermined ratio of D-pep and L-A� molecules
within the complex. This ratio was treated as an additional
parameter to be fitted during the fitting procedure, which then
yielded a stoichiometry of one D-pep molecule to eleven L-
A�(1 ± 42) molecules, as well as a KD value of 0.4 �M (Figure 2).


Figure 2. Binding of bio-L-A�(1 ± 42) to 0.8 �M fluo-D-Pep as a function of bio-L-
A� concentration. The values plotted result from the difference in fluorescence
between hexafluoroisopropanol (HFP) solvated L-A� and HFP without bio-L-A�.
Assuming a simple bimolecular reaction between bio-L-A� and D-Pep, analysis by
nonlinear curve fitting (solid line) yielded a dissociation constant, KD , of 4 �M. An
additional fitting of the experimental data using a model for binding between D-
pep and bio-L-A� with an undetermined number of equally affine and
independent A� binding sites on D-pep yielded a stochiometry of one D-pep to
about eleven L-A�(1 ± 42) molecules, and a KD value of 0.4 �M (dashed line).


Staining of AD brain tissue sections with the selected D-peptide


To investigate whether D-pep is able to bind to natural A�
amyloid fibrils, brain tissue sections derived from patients who
suffered from AD were stained with fluo-D-pep and with a
commercially available anti-A�(1 ± 16) antibody detected with a
Cy3-labeled secondary antibody as a control (Figure 3). In


Figure 3. Fluorescence microscopy of a brain tissue section derived from a
patient who suffered from AD. Co-staining was carried out with fluo-D-pep and
anti-A�(1 ± 16) antibody detected with a Cy3-labeled secondary antibody. Pictures
were taken under two different filter conditions (A, fluorescein, excitation 450 ±
490 nm, emission 515 ± 565 nm; B, Cy3, excitation 510 ± 560 nm, emission starting
at 590 nm; C, superposition of the two pictures). The white bars indicate a length
of 20 �m.


principle, both probes stained identical structures that can easily
be recognized as typical amyloid plaques. In brain tissue sections
of a patient without clinical and histologic signs of AD (used as a
control), no plaque-like structures could be stained by any of the
probes used (data not shown).


Control staining of tissue sections from other amyloidoses


Further controls were carried out to clarify whether D-pep
unspecifically binds to any other amyloid. Tissue sections derived


Table 1. Peptide sequences obtained after selection from the library for
binding to D-A�(1 ± 42).


Peptide sequences Number of identical
sequences


Q S H Y R H I S P A Q V 20
Q S H Y R H I S P D Q V 1
Q S H Y R H I S P A R V 1
K S H Y R H I S P A KV 1
H H G H S P N V S Q V R 1
G S F S T Q V G S L H R 1
H T G T Q S Y V P R L R[a] 1
T L A Y A R A Y M V A P 2
A T P Q N D L K T F P H 1
T Q P E T D L L R V Q F 1
C I T W P P T G L T Y P 1
T F L E T G P I Y A D G 1
L V P P T H R H W P V T 1
A P P G N W R N Y L M P 1
D N Y S N Y V P G T K P 1
S V S V G M K P S P R P 1
S L P N P F S V S S H G 1
Y V H N P Y H L P N P P 1
C R R L H T Y L G P V T 1


[a] Sequence contains an amber stop codon (TAG) on the DNA level. For the
production of phages we used E. coli strain ER2738, which suppresses TAG
by introducing a glutamine residue on the amino acid level.
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from patients that suffered from amyloidosis other than AD were
stained with fluo-D-pep and, in addition, with Congo red as a
positive control (Figure 4). Congo red is known to bind to any
amyloid and to amyloid-like fibrils, regardless of their chemical
identity.[25, 26] A comparison of the micrographs from tissue
sections obtained from A� amyloid plaques, AL� amyloid
deposits, AL� deposits, and AA deposits revealed that, while
Congo red bound to all amyloids, the fluo-D-pep only stained A�
amyloid (Figure 4, first row). Some weak unspecific background
staining by fluo-D-pep was observed in the case of AA amyloid
affected tissue. In all other tissues, no fluo-D-pep-induced
staining was detectable. Use of the fluorescein-optimized
excitation and emission filters made some structures visible
even without fluo-D-pep staining (Figure 4, first column). This
effect may be due to the presence of autofluorescent substances
such as lipofuscin which are frequently found in tissues.[27]


Staining of precipitates from cerebral congophilic angiopathy


Cerebral congophilic angiopathy (CAA) is characterized by A�
amyloid deposits in leptomeningeal vessels.[28] To clarify whether
D-pep binds specifically to A� amyloids of AD and CAA, we
stained brain tissue sections of a patient who suffered from CAA.


Indeed, vessel walls containing A� amyloid were stained with
fluo-D-pep and with the anti-A� antibody used as a control
(Figure 5).


Figure 5. Fluorescence microscopic pictures of A� deposits in a brain tissue
section derived from a person that suffered from CAA. Costaining was carried out
with anti-A�(1 ± 16) antibody detected with Cy3-labeled secondary antibody, and
with fluo-D-pep. The pictures were taken under two different filter conditions (A,
fluorecein, excitation 450 ± 490 nm, emission 515 ± 565 nm; B, Cy3, excitation
510 ± 560 nm, emission starting at 590 nm; C, superposition of (A) and (B). The
white bars in the pictures indicate a length of 50 �m.


Discussion


A phage-displayed peptide library was screened for 12-mer
peptides that bind to the mirror image of Alzheimer's disease


Figure 4. Double staining of amyloid peptides from various tissues : A� from an Alzheimer's disease affected brain, AL� from the pancreas, AL� from the tongue, and AA
from the kidney (see the Experimental Section for details). Microscopic pictures were taken of tissue samples related to the disease peptides given on the left both before
(columns 1 and 2) and after staining with fluo-D-pep (columns 3 and 4) and Congo red (columns 5 and 6). Each picture was taken under two different filter conditions
(fluorescein, excitation 450 ± 490 nm, emission 515 ± 565 nm, columns 1, 3 and 5; Congo red, excitation 510 ± 560 nm, emission starting at 590 nm, columns 2, 4, and 6).
Column 7 shows a superposition of the pictures in columns 3 and 6 to enable comparison of the extent of staining after treatment with fluo-D-pep to that after treatment
with Congo red. The white bars in the pictures indicate a length of 20 �m in the case of A� amyloid plaques, and 50 �m in all other cases.
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amyloid peptide A�(1 ± 42). By employing NMR and CD spectro-
scopy, we confirmed that the bait (D-A�) was the exact mirror
image of naturally occurring L-A�(1 ± 42).


Screening of the peptide library yielded several 12-mer
peptides consisting of L-amino acids that were selected during
the selection process based on D-A�(1 ± 42) binding. Among the
various amino acid sequences identified (Table 1), one sequence
was clearly dominant. We chose to use this dominating
sequence to synthesize a peptide exclusively consisting of D-
amino acids (D-pep), which indeed bound directly to L-A�(1 ± 42)
(Figure 2). On first sight, an approximately one-to-eleven binding
stochiometry between D-pep and L-A� may be hard to imagine.
One has to keep in mind, however, that only a small fraction of
the A� molecules within an amyloid fibril may be accessible to D-
pep. Further, D-pep possibly binds to sites, that are each built up
by several neighbouring A� molecules.


In brain tissue sections derived from patients that suffered from
AD, plaques were stained similarly by fluo-D-pep, Congo red, and
anti-A�(1±16) antibody. Amyloid deposits in sections from three
different types of non-AD amyloidosis, Muckle±Wells syndrome,
IgG� multiple myeloma, and severe cardiomyopathy, were not
stained by fluo-D-pep. This result clearly indicates that D-pep binds
specifically to A� deposits, in contrast to dyes like Congo red.
Thus, D-pep may be suitable to be used as a specific ex vivo probe
for the detection of A�-containing plaques. The peptide D-pep
exhibits A�-binding properties virtually indistinguishable from an
anti-A� antibody. Compared to an antibody, however, D-pep is of
much lower molecular weight and fully synthetic, which renders it
amenable to any desired modification or labeling.


Taking all data together, we identified a peptide (D-pep)
consisting of D-amino acids that is able to specifically bind to A�
fibrils contained in plaques and leptomeningeal vessels. Since
such D-peptides are considered to be rather protease resist-
ant[15±18] and mostly nonimmunogenic,[14, 18±21] D-pep may be very
suitable for use as a probe for the detection of amyloid plaques
in living humans or animal models used to search for com-
pounds that are suitable for AD therapy. D-pep may be syntheti-
cally fused to any substance known to cross the blood ± brain
barrier, and can be combined with any marker employed for
physiologic detection or medical imaging techniques. So far, it
has not been possible to unambiguously detect A� plaques in
living humans or in animals. Any AD therapeutic approach
directed either against amyloid fibril formation or against �- or �-
secretase activities, will have to rely on correct monitoring of the
cerebral and cerebrovascular amyloid load. It is the aim of
researchers to assess quantitatively the increase of A� amyloid
during the natural course of AD and related diseases and record
exactly the alterations of this course induced by a succesful
therapeutic intervention. Thus, there is a huge demand for
nontoxic and noninvasive probes for online and in vivo detection
of A� in brains and D-pep could represent a suitable candidate.


Experimental Section


Peptides (L-A�, DAEFRHDSGYEVHHQKLVFFAEDVGSNKGAIIGLMVGGV-
VIA, all amino acids as L-enantiomers; bio-L-A�, same sequence as


above with a biotin residue at the amino-terminal end; bio-D-A� and
D-A�, same sequence as bio-L-A� and L-A�, respectively, but all amino
acids as D-enantiomers; D-Pep, QSHYRHISPAQV, all amino acids as D-
enantiomers; fluo-D-pep, D-pep with an additional fluoresceinyl-lysin
residue at the carboxy-terminal end) were purchased as reversed
phase high performance liquid chromatography purified products
(Jerini Biotools, Berlin, Germany). The identities of the peptides were
confirmed by matrix-assisted laser desorption ionization time of
flight mass spectrometry (MALDI-TOF MS), as well as by NMR and CD
spectroscopy.


NMR spectroscopy : NMR spectra of bio-L- and bio-D-A� were
recorded on a VARIAN UNITY INOVA750 spectrometer at 298 K in
deuterated dimethylsulfoxide (DMSO-d6). Double quantum coher-
ence filtered correlation (DQF-COSY), total correlation (clean-TOCSY;
mixing time, 80 ms), and nuclear Overhauser enhanncement (NOESY;
mixing time, 200 ms) spectra were employed for sequence-specific
assignment of virtually all peptide proton resonances.


CD spectroscopy : Circular dichroism (CD) spectra of bio-L-A�(1 ± 42)
and bio-D-A�(1 ± 42) were recorded from 260 ± 190 nm at
10 nmmin�1 on a Jasco J710 CD spectrometer. The samples
contained 54.2 or 41.2 �M peptide in hexafluoroisopropanol. The
sample volume was 2.7 mL. The reference sample contained
hexafluoroisopropanol without peptide. Four scans were accumu-
lated for each sample.


Electron microscopy : L-A� and D-A� were added to H2O at a
concentration of 350 �M. This mixture was shaken at 200 rpm and
37 �C for five days. An aliquot was placed on 400 mesh carbon-
coated formvar copper grids. After 10 min, excess fluid was discarded
and the samples were negativly stained with uranyl acetate (2% (w/
w)) in water for 30 seconds. Finally, the specimens were examined
and photographed in a Zeiss EM 902 A microscope at 80 kV.


DNA sequence analysis : DNA sequences were determined by using
the Big Dye Terminator Cycle Sequencing Kit, PE Applied Biosystems
(Warrington, Great Britain) with Ampli Taq DNA Polymerase.


Fluorescence titration measurement : Fluorescence measurements
were carried out at 298 K on an SLM Aminco Fourier Transform
Spectrofluorometer 48000 MHF (SLM Instruments Inc. , USA) in
standard fluorescence cells of SUPRASIL quartz glass (10�10 mm,
Hellma, Germany). Fluorescence was measured with permanent
stirring in buffer (phosphate-buffered saline (PBS) with 1 mM


sodiumdodecylsulfate) at excitation and emission wavelengths of
495 and 520 nm, respectively, with a D-Pep concentration of 0.8 �M.
Appropriate amounts of L-A� were dissolved in HFP. As a control the
same titrations were performed with HFP devoid of L-A�. As a further
control, fluorescein was titrated with L-A�. No L-A� concentration
dependence of the fluorescein fluorescence signal was observed.


Phage display : For phage display, a stock solution of bio-D-A� (2 mM)
in HFP was prepared and further diluted to 250 �M in dimethyl
sulfoxide. 1�1011 phages (Ph.D.-12 Phage Display Peptide Library
Kit, New England Biolabs) in TBST (0.8 mL; 50 mM tris(hydroxyme-
thyl)aminomethane (Tris)-HCl, pH 7.5, 150 mM NaCl, 0.1% (v/v)
Tween-20) containing bovine serum albumine (BSA, 0.1% (w/w))
were mixed in a 1:1000 ratio with bio-D-A� (250 �M) in DMSO to yield
a final concentration of bio-D-A� of 250 nM. After 10 min the phage ±
peptide suspension was transferred into a streptavidin-coated tube
(Roche-Boehringer, Mannheim, Germany) and gently shaken for
15 min at room temperature. Nonbinding phages were discarded. To
displace any streptavidin-binding phages biotin (0.1 mM) was added
and the mixture was left for 5 min. Thereafter, the tube was washed
ten times with TBST (1.5 mL). Phages were eluted by 10-min
incubation with glycine-HCl (0.8 mL, 0.2 M, pH 2.2) and neutralized
with Tris-HCl (0.2 mL, 1 M, pH 9.1). Eluted phages were amplified to
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yield 1�1011 phages to be used as input for the next selection
round, as described in the standard protocol (New England Biolabs).


Staining of brain tissue sections with fluo-D-Pep and amouse anti-
A�(1 ± 16)/Cy3-labeled sheep antimouse antibody system : Formal-
in-fixed (4% (v/v), buffered formaldehyde) paraffin-embedded brain
tissue sections with a thickness of 4 ± 6 �m were used. Tissue sections
were deparaffinized by twofold application of Rotihistol (Roth,
Karlsruhe, Germany). The tissue sections were then treated with
ethanol/water (95:5 (v/v)) and PBS (140 mM NaCl, 2.7 mM KCl, 10 mM


Na2HPO4, 1.8 mM KH2PO4, pH 7.4). Subsequently, the tissue sections
were incubated with alkaline sodium chloride solution[25] (0.4 mL, 1%
(w/w), sodium hydroxide solution mixed with 40 mL sodium chloride
in ethanol 80% (v/v)) for 20 min, washed four times for 5 min in PBS,
and incubated with BSA (10 mgmL�1) in PBS at room temperature for
20 min. The mouse anti-A�(1 ± 16) antibody (Chemicon) was diluted
1:50 with fluo-D-pep in BSA (10 mgmL�1) in PBS to give a final fluo-D-
pep concentration of 5 �M, and applied to tissue sections for 1 h at
room temperature. The sections were then washed twice with PBS.
Cy3-labeled sheep antimouse IgG (whole molecule, Sigma) was used
as a second antibody for the detection of mouse anti-A�(1 ± 16)
antibody and applied to the tissue sections as a 1:50 dilution in PBS
with BSA (10 mgmL�1) for 1 h at room temperature. Finally, the tissue
sections were washed three times with PBS, covered with fluores-
cence-mounting medium (Dako), and viewed and photographed
with an Axiovert 135 microcope (Zeiss, Jena) with a filter set for the
detection of fluorescein (excitation 450 ± 490 nm, emission 515 ±
565 nm; Zeiss, Jena) and a filter set for the detection of Cy3
(excitation 510 ± 560 nm, emission starting at 590; Zeiss, Jena).
Pictures were taken with a CCD camera (Sony 3 CCD Color Video
Camera).


Staining of tissue sections from four different types of amyloi-
dosis : Formalin-fixed (4% (w/w) buffered formaldehyde) paraffin-
embedded tissue sections of aproximately 4 ± 6 �m thickness from
four different types of amyloidosis, amyloid A (AA) amyloidosis
caused by Muckle ± Wells syndrome, AL� amyloid (immunoglobulin
kappa light chain derived) in IgG � multiple myeloma, AL�-amyloid
(immunoglobulin lambda light chain derived) from severe cardio-
myopathy, and cerebal amyloid found in AD patients, were
examined. The patients from whom the samples came and the
identification of the amyloid class has recently been summarized.[29]


The sections were deparaffinized and rehydrated as described above.
These tissue sections were incubated in alkaline sodium chloride
solution for 20 min, washed four times with PBS, and incubated in
PBS with BSA (10 mgmL�1) at room temperature for 20 min. After
further washing with PBS and H2O, the sections were covered with
glycerol (90% (v/v)) in PBS, viewed, and photographed. The glycerol
was then removed by washing three times with PBS. The tissue
sections were incubated in PBS with BSA (10 mgmL�1) for 20 min and
stained by treatment with fluo-D-pep (5 �M) in PBS with BSA
(10 mgmL�1) for 1 h at room temperature. After further washing
with PBS and H2O, the sections were covered with glycerol (90% (v/
v)) in PBS, viewed, and photographed. The glycerol was then
removed by washing three times with PBS. Staining with Congo red
was carried out by treatment of the sections with sodium hydroxide
solution (0.4 mL, 250 mM) and Congo red solution (40 mL; Congo red
(0.2% (w/w)) in ethanol/water (80:20 (v/v); Sigma). The tissue


sections were washed with H2O, covered with fluorescence-mount-
ing medium (Dako), viewed, and photographed.


We thank Matthias Gerdts (University of Bayreuth) for help with the
data fitting.
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CloN6, a Novel Methyltransferase Catalysing the
Methylation of the Pyrrole-2-carboxyl Moiety of
Clorobiocin


Lucia Westrich, Lutz Heide, and Shu-Ming Li*[a]


The aminocoumarin antibiotic clorobiocin contains a 5-methyl-
pyrrole-2-carboxylic acid unit. This pyrrole unit is derived from L-
proline, and it would be expected that its 5-methyl group should be
introduced by a methylation reaction. However, sequence analysis
of the clorobiocin biosynthetic gene cluster did not reveal a gene
with sequence similarity to the SAM-dependent methyltransferases
that could be assigned to this reaction. This study, however, has
provided evidence that the gene cloN6 is involved in this
methylation reaction. Its gene product CloN6 shares conserved
sequence motifs with the recently identified radical SAM protein
superfamily, and it has been suggested that members of this family
can catalyse methylcobalamin-dependent methylation reactions.
cloN6 was inactivated in the clorobiocin producer Streptomyces
roseochromogenes var. oscitans DS 12.976 by use of the PCR-
targeting method. The cloN6� mutants accumulated, instead of


clorobiocin, a derivative lacking the 5���-methyl group of the pyrrole
moiety (termed novclobiocin 109). A structural isomer carrying the
pyrrole-2-carboxyl moiety at 2��-OH rather than at the 3��-OH of the
deoxysugar (novclobiocin 110), and a derivative completely lacking
the pyrrole unit (novclobiocin 104) were also identified. The
structures of the metabolites were confirmed by NMR and MS
analysis. Antibacterial activity tests against Bacillus subtilis
showed that novclobiocin 109 and novclobiocin 110 have anti-
bacterial activities about eight times less than that of clorobiocin,
whereas novclobiocin 104 showed no activity under the test
conditions.


KEYWORDS:


aminocoumarin antibiotics ¥ antibiotics ¥ biosynthesis ¥
pyrrole-2-carboxylic acid ¥ methyltransferases


Introduction


The structurally related aminocoumarin antibiotics clorobiocin,
novobiocin and coumermycin A1 are potent inhibitors of DNA
gyrase and are produced by different Streptomyces strains.[1±3]


Both clorobiocin and coumermycin A1 contain 5-methylpyrrole-
2-carboxyl moieties attached to the 3��-OH group of the
deoxysugar by ester bonds (Scheme 1), whereas novobiocin
carries a carbamyl group at this position.


It has been reported that clorobiocin is at least ten times more
active than novobiocin, as determined by its affinity for gyrase
and by its antibacterial activity.[1, 4] A comparison of the crystal
structures of the complexes of clorobiocin and novobiocin with a
24 kDa fragment of the gyrase B subunit from E. coli showed the
overall structures of the two complexes to be very similar. The
5-methylpyrrole-2-carboxyl moiety of clorobiocin sits in a hydro-
phobic pocket and displaces two ordered water molecules
which are present in the complex of novobiocin with gyrase. This
displacement is entropically favourable and is likely to contribute
to the increased affinity of gyrase for clorobiocin.[3]


The 5-methylpyrrole-2-carboxyl moieties of clorobiocin and
coumermycin A1 are derived from L-proline,[5±7] so proline there-
by contributes the pyrrole ring and the carboxyl group of that
moiety. It is likely that the 5-methyl group is introduced by a
methylation reaction.


We have recently cloned the clorobiocin biosynthetic gene
cluster.[8] Sequence analysis revealed two genes with sequence
similarity to S-adenosylmethionine(SAM)-dependent methyl-
transferases: cloP and cloU. However, previous evidence strongly
suggests that the products of these two genes are responsible
for the 4-O-methylation and the 5-C-methylation reaction of the
deoxysugar moiety of clorobiocin.[8±10] No additional gene for a
putative SAM-dependent methyltransferase that might have
been assigned to the postulated 5-methylation of the pyrrole-2-
carboxyl moiety was identified. However, the biosynthetic gene
clusters of clorobiocin and coumermycin A1 each contain a
contiguous group of seven genes–cloN1 ± cloN7 and couN1 ±
couN7, respectively–for which no homologues exist in the
novobiocin cluster.[8] This group contains several genes involved
in the biosynthesis of the pyrrole-2-carboxyl moieties. CloN3,
CloN4 and CloN5, and their homologues encoded by the
coumermycin A1 cluster, catalyse the conversion of L-proline
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into pyrrole-2-carboxyl-PCP (PCP�peptidyl carrier protein).[6, 7]


CloN2 shows similarity to acyltransferases and it has been
suggested that it transfers the pyrrole-2-carboxyl moiety to the
3��-OH group of the deoxysugar.[8, 10] We speculated that the
methyltransferase responsible for the 5-methylation of the
pyrrole-2-carboxyl moiety may also be encoded within the
cloN1 ± cloN7 fragment. cloN7 shows sequence similarity to
hydrolases, and cloN1 encodes a small hypothetical protein of 95
amino acids. These genes therefore appeared unlikely to encode
methyltransferases. Therefore, cloN6 was left as a candidate for
the structural gene of the pyrrole-5-methyltransferase.


To investigate the possible
involvement of cloN6 in the
methyltransfer reaction, we
have now inactivated this
gene in the clorobiocin pro-
ducer Streptomyces roseochro-
mogenes var. oscitans
DS 12.976. This experiment al-
so offered the prospect of
producing new clorobiocin
derivatives lacking the methyl
group at the pyrrole unit and
of investigating the contribu-
tion of this methyl group to
the biological activity of cloro-
biocin.


Results


Sequence analysis of cloN6


The predicted gene products
of cloN6 of the clorobiocin
biosynthetic cluster, and its
homologue couN6 of the cou-
mermycin A1 biosynthetic
cluster, comprise 561 and 560
amino acids, respectively, and
have 94% similarity with each
other.


When we first published the
sequence of couN6 (formerly
called cumK,[10] BLAST searches
did not reveal meaningful ho-
mologies of this open reading
frame (ORF) to proteins with
known functions in the data-
base. In the meantime, Sofia
et al.[11] have identified, by bio-
informatic techniques, the rad-
ical SAM protein superfamily,
and CloN6 and CouN6 both
show the cysteine motif
CxxxCxxC (from amino acids
219 to 226) conserved in all


members of this family. These cysteines are believed to form part
of an iron ± sulfur cluster, situated close to the N-terminus of the
™classical∫ radical SAM enzymes such as lysine 2,3-aminomutase,
pyruvate formate-lyase activating enzyme and biotin syn-
thase.[12] In contrast to these enzymes, CloN6 and CouN6 each
display a long N-terminal extension comprising a putative
cobalamin-binding site. This places CloN6 and CouN6 in a certain
subgroup within the radical SAM superfamily identified by Sofia
et al.[11] This so-called ™BchE-like/methyltransferase subgroup∫
incorporates several methyltransferases which have been sug-
gested to catalyse methylcobalamin-dependent methylation


Scheme 1. Structures of aminocoumarin antibiotics.
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reactions in the biosynthesis of different antibiotics, such as
fortimicin KL1, bialaphos and fosfomycin.[13]


Inactivation of cloN6 in Streptomyces roseochromogenes


An inactivation of cloN6 in the clorobiocin producer Streptomy-
ces roseochromogenes was performed by use of the PCR-
targeting method described by Gust et al.[14] In cosmid D1A8,
the entire coding sequence of cloN6 was replaced by an
apramycin resistance/oriT cassette (see Experimental Section).
The modified cosmid LW17 was introduced into S. roseochromo-
genes by conjugation. Apramycin-resistant, kanamycin-sensitive
colonies, resulting from double crossover events, were selected.
Southern blot analysis confirmed that cloN6 had been replaced
by the apramycin resistance/oriT cassette in these mutants
(Figure 1).


Figure 1. Inactivation of cloN6 in S. roseochromogenes. A) Schematic presen-
tation of the cloN6 inactivation experiment. The DNA fragment used as probe is
indicated as a black bar. B) Southern blot analysis of wild-type and cloN6�


mutants. Genomic DNA was restricted by EcoRI. Strains cloN6 ±67 and cloN6±84
are two independent double crossover mutants. aac(3)IV: apramycin resistance
gene, FRT: FLP recognition target, oriT: origin of transfer from RK2, neo:
kanamycin resistance gene.


Analysis of secondarymetabolite production in cloN6� mutants


For analysis of secondary metabolite formation, both wild type
and cloN6� mutants were cultured in production medium as
described previously,[8, 15] Ethyl acetate extracts of the cultures
were analysed by HPLC. The wild-type strain extract contained
clorobiocin, with a retention time of 19.4 min, as the dominant
product (Figure 2A), identified by co-chromatography with an
authentic reference substance.


Figure 2. HPLC analysis of secondary metabolite production. (A) S. roseochro-
mogenes var. oscitans wild type. (B) cloN6� mutant. More culture extract was
injected for the HPLC chromatogram in B than for the chromatogram in A. For
chromatograms A and B, extracts from 0.2 and 6.7 mL bacterial culture were
injected, respectively.


In contrast, the cloN6� mutants accumulated not clorobiocin
but three new products with retention times of 17.1, 18.6 and
20.6 min, respectively (Figure 2B). These were designated nov-
clobiocin 104, novclobiocin 109 and novclobiocin 110, respec-
tively. To elucidate their structures, these products were isolated
on a preparative scale by column chromatography on Sephadex
LH 20 and preparative reversed-phase HPLC. The structures of
the purified compounds were elucidated by MS and 1H NMR. The
NMR data are summarized in Table 1.


Structural elucidation of the novclobiocins


Negative FAB-MS of novclobiocin 109 showed [M�H]� peaks
with an isotopic pattern typical of monochlorinated compounds
at m/z�681 and 683, 14 mass units less than those of
clorobiocin, corresponding to the loss of a methyl group.
Comparison of the 1H NMR spectra of novclobiocin 109 and
clorobiocin indicated that the signals for all the protons of
rings A, B and C of clorobiocin were also present in the spectrum
of novclobiocin 109 (Table 1). Significant differences, however,
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were observed for signals of the pyrrole moiety. The two
doublets at 6.90 and 5.94 ppm for H-3��� and H-4��� of the pyrrole
unit of clorobiocin had disappeared, as had the singlet at
2.29 ppm for the methyl group at C-5���. Instead, signals for three
protons at 7.02 (2H) and 6.24 (1H) were observed, representing
the signals for H-3���, H-4��� and H-5��� of the pyrrole unit of
novclobiocin 109. This confirmed that novclobiocin 109 is a
clorobiocin derivative lacking the methyl group at the pyrrole
moiety (Scheme 1C).


The negative FAB mass spectrum of novclobio-
cin 110 showed [M�H]� peaks identical to those of
novclobiocin 109 (m/z� 681 and 683), an identical
isotopic pattern indicating a monochlorinated com-
pound and identical main fragments at m/z� 647
and 493. It can be deduced that these two
substances are isomers. Inspection of the 1H NMR
spectra of novclobiocin 109 and novclobiocin 110
revealed that the signals for the protons of ring A of
both substances were unchanged. The chemical
shift of H-6� of ring B was slightly shifted from
7.16 ppm in novclobiocin 109 to 7.24 ppm in nov-
clobiocin 110. However, significant changes were
observed for protons of the deoxysugar, especially
for the protons H-2�� and H-3��, with a downfield shift
of 1.09 ppm for H-2�� (from 4.35 ppm in novclobio-
cin 109 to 5.44 ppm in novclobiocin 110) and an
upfield shift of 1.27 ppm for H-3�� (from 5.72 ppm in


novclobiocin 109 to 4.45 ppm in novclobiocin 110) (Table 1).
These shifts can be explained by the migration of the pyrrole unit
from 3��-OH in novclobiocin 109 to 2��-OH in novclobiocin 110
(Scheme 1D). Similar observations were reported for novobiocin
and isonovobiocin.[16] The three doublet of doublets for H-3���,
H-4��� and H-5��� in the pyrrole unit in novclobiocin 110 could be
clearly identified at 7.03, 5.80 and 6.99 ppm, respectively. The
coupling pattern and coupling constants of these three protons
are consistent with those of free pyrrole-2-carboxylic acid.[17]


In the 1H NMR spectrum of novclobiocin 104, all proton signals
of the pyrrole unit were missing and no additional signals were
observed. The signals of the deoxysugar, but not of ring A and B,
have changed in comparison to those in clorobiocin, novclobio-
cin 109 and novclobiocin 110 (Table 1). All of the signals for H-1��,
H-2��, H-3�� and H-4�� in novclobiocin 104 have been shifted
upfield relative to the corresponding protons in the other three
substances. These changes indicate the lack of the pyrrole unit in
novclobiocin 104, and this was also confirmed by MS, showing
two isotopic peaks of [M�H]� at m/z� 590/588 and by a
fragmentation pattern similar to that of clorobiocin and its
derivatives.


The cloN6� mutants produced novclobiocins 104, 109 and 110
in amounts of approximately 26.3, 5.3 and 1.6 nmol per mL
bacterial culture, respectively. The total production of clorobio-
cin derivatives (33.2 nmol per mL) in the mutants was even
higher than the clorobiocin production of the wild type (16 nmol
per mL).


Antibacterial activity of novclobiocin 104, novclobiocin 109
and novclobiocin 110 in comparison to clorobiocin


Authentic clorobiocin and novclobiocins 104, 109 and 110 were
assayed for antibiotic activity against Bacillus subtilis ; an example
of an assay plate is shown in Figure 3. Clorobiocin showed the
highest antibacterial activity, followed by novclobiocin 109 and
novclobiocin 110 (both approximately eight times less active
than clorobiocin). Novclobiocin 104 showed no activity. The
results show that the pyrrole-2-carboxyl substituent at the sugar
moiety is essential for antibacterial activity. The presence of the


Figure 3. Antibacterial activity of clorobiocin and derivatives: A) clorobiocin, B) novclobiocins.
The bioassay was carried out with Bacillus subtilis and the numbers on the filter paper indicate
the amount of the applied substance in nmol. For structures see Scheme 1.


Table 1. 1H NMR data for clorobiocin and novclobiocins (CD3OD, 250 MHz)


position clorobiocin novclobiocin 104 novclobiocin 109 novclobiocin 110


H-2 7.76, d, (2.5) 7.76, br s 7.77, br s 7.76, br s
H-5 6.84, d, (8.4) 6.84, d, (8.4) 6.82, d, (8.3) 6.82, d, (8.4)
H-6 7.72, dd,


(8.4,2.5)
7.72, dd,
(8.5, 2.2)


7.72, dd,
(8.3, 2.2)


7.70,d, (8.4)


2H-7 3.34, d, (7.1) 3.34, d, (7.3) 3.34, d, (7.2) 3.34,d, (7.2)
H-8 5.35, br t (7.1) 5.35, br t, (7.2) 5.36, br t, (7.2) 5.36, br t, (7.2)
3H-10 1.74, s 1.75, s 1.74, s 1.73, s
3H-11 1.75, s 1.74, s 1.74, s 1.73, s
H-5� 7.90, d, (9.2) 7.88, d, (9.0) 7.91, d, (9.0) 7.89, d, (8.9)
H-6� 7.33, d, (9.2) 7.29, d, (9.0) 7.16, d, (9.0) 7.24, d, (8.9)
H-1�� 5.73, d, (1.8) 5.65, d, (1.0) 5.72 m[b] 5.80, d, (1.4)
H-2�� 4.34, t (2.7) 4.12, t (2.9) 4.35, t (2.7) 5.44, t, (2.5)
H-3�� 5.71, dd


(10.0, 3.0)
4.18, dd,
(10.0, 3.3)


5.72, m[b] 4.45, dd,
(9.9, 3.5)


H-4�� 3.72, dd (10.3) 3.40, d, (9.8) 3.74, d, (10.2) 3.55, d, (9.9)
3H-6�� 1.18, s 1.10, s 1.19, s 1.18, s
3H-7�� 1.35, s 1.31, s 1.35, s 1.38, s
3H-8�� 3.52, s 3.59, s 3.53, s 3.64, s
H-3��� 6.90, d, (3.6) - 7.02, m[c] 7.03, dd,


(2.8,1.8)
H-4��� 5.94, brd (3.6) - 6.24, dd 5.80, dd,


(3.7, 2.5) (3.8, 2.8)
H-5��� - - 7.02, m[c] 6.99, dd,


(3.8,1.8)
3H-6��� 2.29, s - - -


For numbering of the protons see Scheme 1. [a] � are given in ppm and
coupling constants (J) in Hz. [b] Signals of H-1�� and H-3�� of novclobiocin 109
overlapped with each other. [c] Signals of H-3��� and H-5��� of novclobiocin 109
overlapped with each other
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methyl group at C-5��� of the pyrrole ring clearly enhances the
activity of the aminocoumarin antibiotics against this test
organism. However, the shifting of the pyrrole substituent from
3��-OH to 2��-OH of the deoxysugar does not significantly
influence antibacterial activity.


Discussion


In this study we have provided experimental evidence that
CloN6 is involved in the methylation of the pyrrole unit of
clorobiocin at C-5���. Since CloN6, and its homologue CouN6,
share characteristic sequence motifs with methyltransferases
involved in fortimicin KL1, bialaphos and fosfomycin biosyn-
thesis,[13] it may be speculated that all these enzymes catalyse
similar reactions. Preliminary evidence suggests that methylco-
balamin, rather than SAM, is the immediate methyl donor in the
described methylation reactions in bialaphos and fosfomycin
biosynthesis.[18, 19] A methylcobalamin-dependent methyl trans-
fer reaction is well characterized in the case of methionine
synthase,[20] but few data exist for other enzymes (see, for
example, ref. [21, 22]). So far, no methylcobalamin-dependent
methyltransferase involved in antibiotic biosynthesis has been
purified and shown to be enzymatically active in vitro.


Inactivation of cloN6 in Streptomyces roseochromogenes re-
sulted in abolition of clorobiocin production and in the
formation of new metabolites, which were evaluated for their
biological activity. Novclobiocin 109 was the expected clorobio-
cin derivative lacking the methyl group at C-5��� of the pyrrole unit.


As an additional metabolite, novclobiocin 110, an isomer of
novclobiocin 109 carrying the pyrrole unit at 2��-OH of the
deoxysugar, was also isolated from the cloN6� mutant. We have
observed previously[8] that the wild type also produces two
isomers of clorobiocin (see also Figure 2A). It appears likely that
the peak detected in the HPLC analysis of the wild type at
21.6 min (Figure 2A) represents the clorobiocin isomer carrying
the 5-methylpyrrole-2-carboxyl unit at position 2�� of the deoxy-
sugar rather than 3��. It is unknown whether the occurrence of
these isomers indicates that the reaction catalysed by the putative
acyltransferase CloN2 is not completely regiospecific or that a
chemical rearrangement occurs in the clorobiocin molecule.


Antibacterial test showed that novclobiocin 109, which lacks
the methyl group at C-5��� of the pyrrole unit, is clearly less active
than clorobiocin, establishing an important contribution of this
methyl group to the antibiotic activity. In contrast, novclobio-
cin 110, carrying the pyrrole-2-carboxyl unit at 2��-OH, has
antibacterial activity similar to that of novclobiocin 109, indicat-
ing that the position of the pyrrole-2-carboxyl unit on the
deoxysugar has no significant influence on the activity. This is at
variance with results obtained with novobiocin derivatives.
Isonovobiocin, the result of a migration of the carbamyl group
from 3��- to 2��-OH,[23] and 2��-O-carbamylnovobiocin, the result of
carbamylation both of 2��-OH and of 3��-OH,[24] both show much
less antibacterial activity than novobiocin.


Novclobiocin 104, which completely lacks the pyrrole-2-car-
boxyl moiety, showed no antibacterial activity in the tested
concentration range. This is consistent with the reported results
for decarbamylnovobiocin.[4]


Experimental Section


Bacterial strains, cosmids and culture conditions


Cosmid D1A8 in the SuperCos1 vector contained the clorobiocin
biosynthetic gene cluster.[8]


Streptomyces roseochromogenes was routinely cultured in baffled
Erlenmeyer flasks containing a stainless steel spring. YMG medium
liquid or solid (2% agar) containing 1% malt extract, 0.4% yeast
extract, 0.4% glucose (pH 7.3) was used routinely for cultivation,
carried out at 28 ±30 �C and 180 rpm for 2 to 3 days. For preparation
of genomic DNA, the strains of Streptomyces roseochromogenes were
cultured in YEME medium without glycine (0.3% yeast extract, 0.5%
proteose peptone No 3, 0.3% malt extract, 1% glucose, 34% sucrose,
0.1% MgCl2� 6 H2O).[25] For conjugation, Streptomyces roseochromo-
genes was cultured in a 1:1 mixture of TSB (3% trypticase soy broth)
and YEME medium[25] without glycine for 2 to 3 days at 30 �C and
180 rpm. 2xYT broth, containing 1.6% tryptone, 1% yeast extract and
0.5% NaCl (pH 7.0), was used during conjugation.


Escherichia coli XL1 Blue MRF� (Stratagene, Heidelberg, Germany) was
used for propagation of cosmids and grown in liquid or on solid
Luria ± Bertani medium (containing 1% tryptone, 0.5% yeast extract,
1% NaCl; pH 7.0; 1.5% agar) at 37 �C.[26]


The REDIRECT¹ technology kit containing E. coli ET12567, E. coli
ET12567/pUZ8002, E. coli BW25113/pIJ790 and E. coli DH5�/pIJ773[14]


was obtained from Plant Bioscience Limited (Norwich Research Park,
Colney, Norwich, UK).


Apramycin (50 �gmL�1), kanamycin (50 �gmL�1), chloramphenicol
(25 ± 50 �gmL�1), nalidixic acid (25 �gmL�1) and carbenicillin (50 ±
100 �gmL�1) were used for selection of recombinant strains.


DNA isolation, manipulation and cloning


Standard procedures for DNA isolation and manipulation were
performed as described by Sambrook and Russell[26] and Kieser
et al.[25] Isolation of DNA fragments from agarose gel and purification
of PCR products were carried out with the NucleoSpin¾ 2 in 1 Extract
Kit (Macherey ±Nagel, D¸ren, Germany). Isolation of cosmids was
carried out with ion-exchange columns (Nucleobond AX kits, Ma-
cherey ±Nagel, D¸ren, Germany) according to the manufacturer's
protocol. Genomic DNA was isolated from Streptomyces strains by
the Kirby mix procedure.[25]


Southern blot analysis was performed on Hybond-N nylon mem-
brane (Amersham Biosciences, Freiburg, Germany) with a digoxige-
nin-labelled probe by use of the DIG high prime DNA labelling and
detection starter kit II (Roche Applied Science, Mannheim, Germany).


Inactivation of cloN6 in S. roseochromogenes


cloN6 was inactivated by use of the PCR targeting system.[14] An
apramycin resistance gene/oriT cassette for replacement of cloN6
was generated by PCR from pIJ773 by use of the primer pair cloN6f
(5�-aatagtttggatgtcccagtgaaattgaacgcggacatgattccggggatccgtc-
gacc) and cloN6r (5�-ctctctgctgttggggagtctgccgtctccgtgggttcatg-
taggctggagctgcttc). Underlined letters represent 39 nt homologous
extensions to the DNA regions immediately upstream and down-
stream of cloN6, respectively, including the putative start and stop
codons of cloN6. This cassette was introduced into E. coli BW25113/
pIJ790, containing cosmid D1A8 (SuperCos1-based, kanamycin-
resistant) which included the entire biosynthetic gene cluster of
clorobiocin. The gene replacement was confirmed by restriction
analysis of the cosmids.


The mutated cosmid LW17 was introduced into Streptomyces
roseochromogenes by conjugation from E. coli ET12567 carrying the
non-transmissible pUZ8002 as described by Eusta¬quio et al.[27]
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Apramycin-resistant, kanamycin-sensitive colonies were identified by
replica plating and characterised by Southern blot analysis. For
Southern blot analysis, genomic DNA from wild type and mutants
were restricted with EcoRI and hybridised with a KpnI fragment of
3058 bp containing the N-terminus of cloN6 and sequence upstream
thereof. The wild-type genomic DNA showed two bands at 4.6 and
1.9 kb, whereas that of the mutants gave a single band at 6.2 kb
(Figure 1).


Analysis of secondary metabolites in S. roseochromogenes strains


Wild-type and mutant strains of S. roseochromogenes were cultured
in production medium containing 4.8% distiller solubles, 3.7%
glucose, 0.0024% CoCl2� 6 H2O, 0.6% CaCO3, and 0.2% (NH4)2SO4


[8, 15]


for 7 ± 8 days at 33 �C and at 210 rpm.


For analytical purposes, 10 mL of the whole culture was acidified to
pH 2±4 with 1N HCl, and extracted twice with an equal volume of
ethyl acetate. The organic phase solvent was removed and the
residue was dissolved in 1 mL methanol. This solution was analysed
by HPLC on a Multosphere 120 RP18 ±5 column (5 �m, 250� 4 mm,
C&S Chromatographie Service, D¸ren, Germany) by use of a linear
gradient from 60 to 100% methanol in 1% aqueous formic acid over
25 min with a flow rate of 1 mLmin�1; UV detection was carried out
at 340 nm. Authentic clorobiocin was used as standard.


For preparative isolation of the secondary metabolites, 400 mL of the
whole culture was acidified with 1N HCl to pH 2±4 and extracted
with ethyl acetate after removal of the lipophilic components by
treatment with petrol ether (60 ± 90 �C). The residue of the ethyl
acetate extract (after evaporation of the solvent) was dissolved in
3 mL methanol and passed through a glass column (100� 2.6 cm)
filled with Sephadex LH 20 (Amersham Biosciences, Freiburg,
Germany) and eluted with methanol. The fractions obtained after
separation on Sephadex LH 20 were analysed by HPLC under the
conditions described above. Fractions containing novclobiocins
were pooled and further purified on a preparative HPLC column
(Multosphere 120 RP18±5, 5 �m, 250�20 mm, C&S Chromatogra-
phie Service, D¸ren, Germany) with the same solvents and gradient
as for the analytical column, but with a flow rate of 3 mLmin�1. The
purified compounds were subjected to NMR and MS analysis.


Negative fast-atom bombardment (FAB) mass spectra were recorded
on a TSQ70 spectrometer (Finnigan) with ethanolamine as the
solvent. Novclobiocin 109 gave ions at m/z : 683/681 [M�H]� , 647,
493 and 414. Novclobiocin 110 showed similar ions at m/z : 683/681
[M�H]� , 647 and 493. Novclobiocin 104 gave the following negative
ions: m/z 590/588 ([M�H]�), 554, 400, 225 and 209.


The NMR spectra were measured on an AC 250 spectrometer (Bruker)
in CD3OD. The NMR data of clorobiocin, novclobiocin 104, novclo-
biocin 109 and novclobiocin 110 are shown in Table 1.


Bioassay


Antibacterial activities of authentic clorobiocin, novclobiocin 104,
novclobiocin 109 and novclobiocin 110 were tested by use of Bacillus
subtilis ATCC 14893. For the bioassays, different amounts of
clorobioicin and of the other three substances in 20 �L methanol
were applied to filter paper disks (6 mm diameter) and dried in the air
for 30 min. The filter disks were then placed on Difco nutrient agar
plates[25] containing approximately 2� 105 spores of Bacillus subtilis
per mL agar medium. After culturing overnight at 37 �C, the size of
the inhibition zone was determined.


We thank Aventis for a generous gift of the Streptomyces
roseochromogenes var. oscitans DS 12.976 strain and authentic
clorobiocin, and Keith Chater, Bertholt Gust and Plant Bioscience
Limited (John Innes Centre and Norwich Research Park, Colney,
Norwich, UK) for providing the REDIRECT¹ technology kit. This
work was supported by a grant from the Deutsche Forschungsge-
meinschaft (to L.H. and S.-M.L.)
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The origin of life is one of the most fundamental questions for
the intellectual human being. Although various types of life
models have been advocated so far,[1±5] there is no doubt that
our direct ancestor must certainly be a cellular life form. The
primordial cellular life form (protocell) requires both genomic
entities and a component that separates it from the outer
world.[6±9] Nowadays, a polyribonucleotide is considered to be a


candidate of the first genomic molecule because RNA both
contains information and has catalytic activities (ribozyme),
which include catalysis of RNA-dependent RNA polymeriza-
tion.[10, 11] However, a bilayer membrane constructed of self-
assembling lipids is regarded as a component of primitive life.
We recently developed a self-replicating liposome system as a
model of the protocell.[12] However, in order to realize an
advanced protocell model, coupling of the liposome system with
a self-replicating information-carrying substance is essential. If
the two major anionic biomaterials–polynucleotide and lipid–
that form the protocell are able to communicate with each other
in spite of the electrostatic repulsion between them, they could
cooperate and coevolve effectively.


As a novel approach to couple these two inhabitants of
discrete worlds at the molecular level, we designed a DNA
molecule connected to a lipophilic cholesterol through a
poly(ethylene glycol) (PEG) spacer (compound 4, Scheme 1).
This cholesterol-tagged DNA (4) is expected to be fixed inside
the membrane of a liposome by means of the anchoring ability
of the cholesterol part of the molecule. Since such a liposome


bears genetic information, it can be regarded as an advanced
protocell model. DNA anchoring onto the membrane is similar to
the partial adhesion of genomic DNA to the membrane of a
prokaryotic cell.[13] Such a design might be a molecular fossil of
the hypothetical lipid ± RNA (or DNA) conjugate. Moreover, if
cholesterol-tagged DNA 4 is not released into the aqueous
phase but hybridizes with its complementary DNA or RNA, it will
become a bridging molecule between the RNA and the lipid
worlds. DNA is very similar to RNA because polydeoxyribonu-
cleotides also possess catalytic activity (deoxyribozyme) as well
as genomic information.[14] Since polydeoxyribonucleotides lack
2�-hydroxy groups, they are chemically and biologically more
stable than polyribonucleotides. Accordingly, polydeoxyribonu-
cleotides have several merits for synthesis, handling, and
storage.


Although a lipid ± DNA hybrid with a relatively short spacer
inbetween the two components has been reported, such a
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Scheme 1. a) Succinic anhydride, Et3N, N-dimethylaminopyridine, CH2Cl2 , 98%; b) water-soluble carbodiimide, N-hydroxysuccinimide, CH2Cl2 ; c) 5�-aminohexyl
oligodeoxyribonucleotide, NaHCO3, dimethylformamide/H2O (1:1, v/v), 38% (based on the 5�-modified DNA).
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hybrid can be used mainly for detection of a DNA fragment of a
target microbe.[15] A hybrid of this kind is also effective for
investigation of a protein that binds a specific DNA sequence
made by embedding a cholesterol-tagged DNA 31-mer in a
monolayer of a phospholipid on a gold substrate.[16] In these
examples, however, DNA was introduced after the membranes
were formed. Accordingly, these methods cannot produce
liposomes that can carry DNA directly to the inner water pool.


Our question herein is whether a giant liposome containing
such a cholesterol ± DNA hybrid can be constructed in spite of
the charge repulsion between the anionic surface of a liposome
and a polyanionic DNA fragment. For this purpose we designed
a cholesterol ± DNA hybrid with a spacer made of PEG. The PEG
unit was expected to be a sufficiently long spacer to separate the
two types of anionic materials–DNA and phospholipid–
enough to lessen the electrostatic repulsion between them
when the cholesterol-tagged DNA 4 is anchored into the
membrane of an anionic liposome.


Cholesterol-tagged DNA 4 was synthesized from cholesterol ±
PEG (1).[17] The starting material 1 was treated with succinic
anhydride in the presence of a catalytic amount of N-dimethyl-
aminopyridine. Subsequently, the carboxyl group of compound
2 was converted into active ester 3 by treatment with a
combination of N-hydroxysuccinimide and water-soluble carbo-
diimide. The resulting urea derivative and excess carbodiimide
were extracted into the aqueous phase. The DNA section,
modified with an aminohexyl group at the 5�-terminal site, was
synthesized separately by the standard phosphoramidite pro-
cedure.[18, 19] The final amide condensation was performed in an
aqueous solution under mild alkaline conditions[20] and yielded
the desired cholesterol-tagged DNA 15-mer 4, the sequence of
which is shown in Scheme 1.[21]


To demonstrate the presence of the cholesterol-tagged DNA
15-mer on a membrane, we employed a giant liposome
produced by the electroformation method for direct visual-
ization with an optical microscope.[22] First, 10 �L phospholipid
solution in chloroform (10 mM; DOPC/POPG/DSPE-PEG5000�
20:20:1; for definitions, see ref. [23]) was mixed with 2.5 �L
cholesterol-tagged DNA 4 in methanol (1 mM). We changed the
composition of phospholipids systematically and found that
those liposomes including POPG and DSPE-PEG5000 produced
better results in microinjection experiments.[24] A pair of parallel
platinum electrodes (0.4 mm in diameter with a separation of
1 mm) was fixed in a plastic vessel, which was coated with a
mixture of the phospholipids and 4 (Figure 1), and the organic
solvent was completely removed under reduced pressure. An
alternating electric field (2 V, 10 Hz) was applied and the film of
the electrodes was slowly soaked with sodium phosphate buffer
(50 mM, pH 7.0). After an hour, many giant liposomes with a
diameter larger than 1 �m were observed on the electrodes
under the optical microscope.


The growth of the liposome was halted by turning off the
alternating electric field to keep the giant liposome on the
electrodes. Fluorescein-labeled (�em�515 nm) DNA 15-mer 5,
whose sequence is complementary to that of cholesterol-tagged
DNA 15-mer 4 was added to the vessel filled with the buffer
solution (8 �L 25 �M solution in water) to act as a fluorescence


Figure 1. a) Lipid solution was spread onto the parallel Pt electrodes; b) elec-
troformation system with two ducts attached for replacing buffer solution. The
length, width, and height of the vessel were 20, 28, and 14 mm, respectively. The
arrows represent the current of buffer solution when both valves are open.


probe. After spontaneous diffusion of the fluorescein-labeled
DNA probe 5, the stained buffer solution was continuously
washed with a fresh buffer solution through charging and
discharging ducts connected with the vessel (see Figure 1b).


Figure 2a shows phase-contrast and fluorescence microscopic
images of the giant liposome containing the cholesterol ± tag-


Figure 2. a) Phase-contrast (left) and fluorescence (right) microscopic images of
the same giant liposome growing on the platinum electrode. The right-hand
halves of the images are the electrodes. In the image on the right, a band of
fluorescence near the giant liposome represents the fluorescein-labeled DNA
probe that hybridized with cholesterol-tagged DNA in the nonswelling lipid
spread over the electrode; b) diagram of the hybridization event occuring on the
surface of the giant liposome shown above.
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ged DNA 15-mer colored with the fluorescein-labeled DNA
probe with the complementary sequence. In the phase-contrast
image, a spherical giant vesicle of 40-�m diameter containing
the cholesterol-tagged DNA was observed. The fluorescence
microscopic image showed clearly that the surface of the giant
liposome was fluorescent. This result indicates that cholesterol-
tagged DNA 4 anchored in a membrane hybridizes the
complementary DNA probe 5. It is notable that the cholester-
ol-tagged DNA was held on the membrane even after a more
anionic double-stranded DNA duplex was formed. A schematic
diagram of the hybridization event on the lipid bilayer is shown
in Figure 2b. Since the fluorescence probe was added to the
solution outside the giant liposomes, the hybridization event
occurred only on the outer membrane of the lipid bilayer.
However, this result provides strong support for the capability of
the DNA probe to interact with the cholesterol-tagged DNA 4
when it is located on the inner layer of the liposome.


It is known that a high salt concentration intrinsically disturbs
formation of giant liposomes by the electroformation method.[25]


Although giant liposomes swelled easily in a low salt concen-
tration such as 10 mM, the DNA duplex on the membrane
became considerably unstable, presumably as a result of the
electrostatic repulsion between the strands at a low salt
concentration (data not shown). For stable hybridization of
DNA, especially in the case of the short (15 bps) duplex, high salt
concentration (for example, the concentration of physiological
saline is around 150 mM) is required. However, we managed to
find that the salt concentration of 50 mM satisfied such contra-
dictory requirements. The success in the formation of giant
liposomes under such a relatively high salt condition (50 mM)
may be attributed to the presence of DSPE-PEG5000.


Since a two-base mismatched DNA probe (5�-fluorescein-
ATGCCTCCATGACGA, underline: mismatch base) never stained
any membranes of the giant liposomes under the same
conditions as described above, the precise recognition of the
DNA strand is indispensable for the fixation of the fully-matched
DNA probe with cholesterol ± PEG ± DNA conjugate 4.


It may be concluded that the long poly(ethylene glycol) spacer
played a crucial role in DNA duplex formation on the polyanionic
membrane by suppressing the electrostatic repulsion between
the membrane and the duplex. Since the average degree of
polymerization of PEG used in this study was approximately one
hundred (MW: 4400), the diameter of the intact PEG4300 molecule
was estimated to be 66 ä.[26] The electrostatic repulsion between
the polyanionic membrane on which 4 is anchored and the
polyanionic DNA head of 4 would stretch the ends of the
cholesterol ± PEG ± DNA conjugate apart. In contrast, the con-
formation of PEG is likely to be such that the molecule is folded
according to the gauche effect around the O�C�C�O bonds,[27]


which brings the DNA head close to the membrane. Under such
a circumstance, the PEG part of the cholesterol ± PEG ± DNA
conjugate behaves as if it were a molecular spring on the
membrane.


Another purpose of using PEG as the spacer of the conjugate 4
is to suppress the interaction between the membrane and the
proteins that will be encapsulated in a giant liposome in our
prospective studies.[28] Unless a PEG molecule of a sufficient


length links covalently to the liposome, the encapsulated
enzyme will be gradually inactivated through interaction with
the membrane of the liposome. Another merit of the cholester-
ol ± PEG ± DNA conjugate is that, since the DNA is anchored on
the membrane of a liposome, the information of the DNA
sequence must be delivered from mother to daughter liposomes
upon division of the self-replicating mother liposome, regardless
of the type of division (for example separation, birthing, and so
on).[29] Such a self-replicating liposome with genomic informa-
tion on the inner membrane will become a promising model of
the protocell.


This work was supported by grants-in-aid from the Center of
Excellence (Study of Life Science as Complex Systems) of the
Ministry of Education, Culture, Sports, Science and Technology,
Japan.
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CORRIGENDUM


In the communication by T. Sugawara et al. in Issue 8 (ChemBioChem, 2003, 4, 778 ± 781) Figure 2 was incorrectly reproduced. The
correct version of Figure 2a should appear as shown below.
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We recently described a preparative route to (S,S)-2,3-dihydroxy-
2,3-dihydrobenzoic acid (2,3-trans-CHD [CHD: cyclohexadiene-
diol] , 1),[1] that makes use of genetically engineered cells of
Escherichia coli, based on work previously described by Leistner
et al.[2] The potential of 2,3-trans-CHD (1) as a starting material in
natural product chemistry has been demonstrated by the
syntheses of iso-crotepoxide and ent-senepoxide,[3] and the
diversity-oriented synthesis of new (amino)carbasugar building
blocks.[4] (R,R)-trans-3,4-Dihydroxy-3,4-dihydrobenzoic acid (3,4-
trans-CHD, 2), the regioisomer of 1, promises a variety of
synthetic applications similar to those of 1 or to the correspond-
ing cis-CHD.[5] In contrast to 1, which is the metabolic precursor
in the biosynthesis of the iron chelator enterobactin, compound
2 has not been found to have a biological function in E. coli.[6]


Nevertheless, in the presence of isochorismatase (encoded by
entB), whose physiological function is the hydrolysis of isochor-
ismate (3) to form 1, 3,4-trans-CHD (2) can be produced from
chorismate (4) in vitro[7] as well as in vivo with strains of Klebsiella
pneumoniae[2] (Scheme 1).


We herein report an efficient approach for the production of
3,4-trans-CHD (2) by redirecting the post-chorismate pathways
of aromatic amino acid biosynthesis in E. coli. Different ap-
proaches for the generation of microbial producers of 2 were
examined. Our first approach was analogous to the strategy we
used for the production of 1.[1] Only the pathway for the


Scheme 1. Substrates and products of E. coli isochorismatase (EntB)-catalyzed
transformations.


biosynthesis of enterobactin and menaquinones were blocked,
which left the metabolic pathways for aromatic amino acid and
folate production intact (Scheme 2, Strategy 1, and Table 1). For
this approach, E. coli strain PBB8 , which has deficiencies in entC/
menF was transformed with plasmid pDF1, which contains entB.
Wild-type E. coli strain W3110 and E. coli strain DH5� were also
transformed and used as reference strains (Table 2).


Scheme 2. The strategy for the production of 2 is based on a higher in vivo
activity of isochorismatase (EntB) with 4 as substrate than that of other enzymes
involved in the degradation of 4. Strategy 1: menF/entC deleted, entB
overexpressed. Strategy 2: pabA, pabB, trpE, tyrA, pheA deleted, entB overex-
pressed. The enzymes involved are (data from literature, see Table 1): chorismate
lyase (UbiC), p-aminobenzoate synthase (PabAB), 4-amino-4-deoxychorismate
lyase (PabC), anthranilate synthase (TrpED), prephenate dehydrogenase (TyrA),
prephenate synthase (PheA), isochorismate synthase (MenF/EntC).
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The resulting E. coli strains PBB8/pDF1, W3110/pDF1, and
DH5�/pDF1 could be grown in mineral salts medium with
glucose as the sole carbon source, which has been used as a
growth medium for other transformants.[1] Expression of the
gene product, EntB, was verified by SDS-PAGE and at least a 160-
fold increase of activity for EntB as compared to that found
before transformation was observed for all strains by using an
enzymatic assay.[4]


However, formation of 2 in the cultivation medium could not
be achieved with strain PBB8/pDF1, nor in the reference strains.
This problem can be attributed to the meagre kcat/Km value of
EntB with chorismate (4) as a substrate; this value cannot
compete with the kcat/Km values of UbiC, PabAB, TrpED, and
chorismate mutase, together with prephenate dehydrogenase
(TyrA) or prephenate dehydratase (PheA), which have naturally
evolved to use 4 as a substrate (Scheme 2, Table 1).


Next, the pathways towards aromatic amino acid and folate
production were blocked, in order to eliminate the metabolic
degradation and aromatization reaction of 4 (Scheme 2, Strat-
egy 2). E. coli strain BN117, which has deletions of genes in the
pathways towards the production of p-aminobenzoate, anthra-
nilate, and prephenate (pabA�, pabB�, trpE�, pheA�, tyrA�) was
transformed with plasmid pDF1. The resulting strain BN117/
pDF1 showed production of the active enzyme EntB at a level
similar to that in PBB8/pDF1 and W3110/pDF1.[4] In contrast to
PBB8, however, strain BN117 did not grow in mineral salts
medium, even when supplied with all the substances that this
strain needs for growth (tryptophan, tyrosine, phenylalanine,
proline, arginine, histidine, p-aminobenzoate).[15]


Further attempts to grow the strain in defined media were
unsuccessful. Therefore, cells of BN117/pDF1 were first grown in
a complex medium and then resuspended in the mineral salts
medium (without supplementation), with glucose as the carbon
source. This procedure resulted in excretion of 2 at a rate of
19 mgh�1 (g dry cell mass)�1 (Table 3). The production of 2 was


observed over a time period of 36 h (average formation rate of
10 mgh�1 (g dry cell mass)�1) and resulted in a final accumulation


of 790 mgL�1 2.
No metabolic byproducts from the


shikimate/chorismate pathway were
found in the cultivation medium by
1H NMR spectroscopy or HPLC analysis.
Compound 2 was purified on an analyt-
ical scale by using preparative HPLC to
give 2 in a highly pure form as a yellow
solid. The analytical data for this product
were identical to those for authentic


racemic 2 prepared by a chemical route.[4b, 16] Ion-exchange
chromatography was used for isolation and purification of 2 on a
preparative scale. From 200 mL cultivation medium (790 mgL�1,
5.1 mM 2), 110 mg (0.7 mmol) 2 were obtained, which corre-
sponds to 69% yield for the isolation. The chemical purity of the
product was determined to be greater than 90% (1H NMR
spectroscopy and HPLC analyses). In contrast to chorismate
(4),[17] 2 is stable over several days at room temperature, both in
aqueous solution at a neutral pH value and as lyophilizate.


Compared to chemical synthesis starting from cis-CHD[18] and
isolation from Klebsiella strains,[2] the microbial production of 2
described herein has significant advantages: The isolated
product 2 is free of metabolic byproducts, which makes tedious
separation processes obsolete. Additionally, the product con-
centration of 2 described herein (790 mgL�1, 5.1 mM), and the
separation of the growth phase and production phase allow
high product purity. Finally, E. coli strain BN117/pDF1 is non-
pathogenic and classified as an S1 organism according to
German recombinant DNA regulations.


We are currently using the microbially produced 3,4-trans-
CHD 2 to evaluate the potential of this chiral substance as a
starting material in the synthesis of new carbohydrate mimetics.
With compounds 2 and 1 to hand, the synthesis of diverse
products stereochemically complementary to those obtained by
the chemistry based on cis-CHD is enabled in principle.


Experimental Section


The gene entB from E. coli K-12 wild-type strain W3110 was amplified
by the polymerase chain reaction and inserted into plasmid
pJF119EH1 as described previously.[1] The resulting plasmid pDF1
was transformed into strains DH5�, W3110, BN117, and PBB8 by
using the calcium chloride method.[19]


Table 1. Enzymes involved in the degradation of 4.


Enzyme Km [�M][a] kcat [min�1][b] kcat/Km [�M�1 min�1] Reference


UbiC 29 102 3.5 [8]
PabAB 4[c] 30 7.5 [9, 10]
TrpED 4[d] 558[d] 140 [11]
TyrA 45 1620 36 [12]
MenF/EntC 14[e] 173[e] 12.4 [13]
EntB � 37000[f] � 1300[f] �0.03[d] [14]


[a] Km, Michaelis constant. [b] kcat , catalytic rate consant. [c] Determined for
the glutamine-dependent reaction of the PabA ± PabB complex. [d] Meas-
ured in 50 mM (NH4)2SO4. [e] Measured in 10 mM MgCl2 . [f] Extrapolated to
an infinite concentration of 4.


Table 2. E. coli K-12 parental strains.


Strain Genotype Reference


DH5� F� endA1 hsdR17(r�k m�
k ) recA1 supE44 thi-1 �(lacZYA-argF)U169 �80lacZ�M15 [20]


W3110 F� �� IN(rrnD-rrnE) prototroph [21]
BN117 pabA1 pabB:Kn pheA1 tyrA4 trpR(Tn10) �trpEA2 his4 proA2 argE3 rpsL704 [22]
PBB8 F� lacIq �(lon) hflA150:Tn10 �(argF-lac)169 proA� araD139 rpsL �� entC� menF� [23]


Table 3. Maximal product formation rate (3 h after induction) and final
concentration (after 36 h) of 2. No excretion of 1, 3, or 4 was observed.


Strains in use Rate (3,4-trans-CHD (2))
[mgh�1 (g dry cell mass)�1]


Conc. (2)
[mgL�1 (mM)]


DH5�/pDF1, W3110/pDF1 � 0.03 � 1
PBB8/pDF1 � 0.03 � 1
BN117/pDF1 19 790 (5.1)
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Cultivation of BN117/pDF1 to obtain 2 was carried out in mineral
salts medium (100 mL)[1] in 1-L shaking flasks. The pH value was
adjusted to 7 with 1 N NaOH. Cells from a preculture in Luria ± Bertani
medium[19] (100 mL, containing 100 mgL�1 ampicillin, 100 �M iso-
propyl �-D-thiogalactopyranoside (IPTG)) were harvested at an
optical density of 2 (�� 600 nm) by centrifugation (5000 g, 5 �C,
5 min) and were resuspended in mineral salts medium[1] (100 mL,
containing 100 mgL�1 ampicillin, 100 �M IPTG, and 10 gL�1 glucose)
and incubated at 37 �C and 150 rpm. Product formation was
monitored over a time period of 36 h by analyzing the cell-free
supernatant with HPLC by using a method described elsewhere.[4]


Maximal product formation was observed 3 h after induction.


Product isolation and characterization : To isolate 2, cells were
removed by centrifugation (5000 rpm, 5 �C, 10 min). For character-
ization, cell-free cultivation supernatant (100 mL, 790 mgL�1 (5.1 mM)
2) was adjusted to pH 7 and all volatile substances were removed in
vacuo. Chromatographic separation was carried out on a preparative
HPLC system by using an RP-18 column (Kromasil 10-C18, 250�
10 mm, CS-Chromatographie Services GmbH, Langerwehe) and
applying a linear gradient of aqueous 0.1% trifluoroacetic acid to
methanol/aqueous 0.1% trifluoroacetic acid (1:1) at a flow rate of
5 mLmin�1. Elution was monitored at a wavelength of 278 nm. From
500 �L concentrate (20 gL�1 (128 mM) 2), 10 mg (64 �mol) 2 were
isolated from the fractions collected at 20 ± 23 min and obtained as a
yellow solid after lyophilization (quantitative yield).


Preparative isolation of 2 : Cell-free cultivation supernatant (200 mL,
pH 7, 790 mgL�1 (5.1 mM) 2) was concentrated in vacuo and the
remaining viscous oil was extracted three times with methanol/ethyl
acetate (200 mL, 1:1) over a time period of 14 h for each extraction.
All nonsoluble ingredients in the combined organic phases were
removed by filtration and volatile substances were evaporated in
vacuo to give crude product (630 mg), which was dissolved in water
(20 mL) and applied to an anion-exchange chromatography column.
DOWEX 1� 8 resin (20 g, Cl� form, 5-cm package height) was
equilibrated with K2HPO4 solution (50 mM, 8.7 gL�1, pH 8,
9.5 mScm�1) before the crude product solution was passed through
the resin. Elution was carried out without a previous wash cycle, with
formic acid (50 mM, 2.3 gL�1, pH 2.3, 1.2 mScm�1) at a flow rate of
16 mLmin�1. Compound 2 was eluted after 20 min at pH 2.3. After
removal of all volatile substances in vacuo, 2 (110 mg, 0.7 mmol) was
obtained as a yellow solid. This corresponds to a 69% yield for the
isolation process. The purity of 2 was determined to be more than
90% (1H NMR spectroscopy, HPLC analysis).


Physical data of 2 : [�]20
D


[2]��1.6 (c� 0.1 in H2O); [�]20
D (found)�


�1.6 (c� 0.1 in ethanol); 1H NMR (300 MHz, [D4]MeOH, 23 �C): 4.47
(dt, J�10.3, 2.3 Hz, 1H; CHOH), 4.55 (dd, J� 10.3, 3.4 Hz, 1H; CHOH),
6.03 (dd, J� 9.9, 3.1 Hz, 1H, C�CH), 6.28 (d, J� 9.9 Hz, 1H, C�CH),
6.60 (s,1H, C�CH) ppm; 13C NMR (75 MHz, [D4]MeOH, 23 �C): ��74.2
(CH), 75.1 (CH), 122.7 (CH), 129.4 (Cquat), 133.4 (CH), 141.4 (CH), 168.3
(C�O) ppm; IR(KBr): ���3385 (O�H), 1661 (C�O), 1645 (C�C), 1600
(C�C), 1406, 1260, 1078, 1016 cm�1.
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